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Abstract

We adopt a potential games approach to study multiproduct-firm pricing games

where products can be local complements or substitutes. We show that any such game

based on an IIA demand system admits an ordinal potential, giving rise to a simple

proof of equilibrium existence. We introduce the concept of transformed potential, and

characterize the class of demand systems that give rise to multiproduct-firm pricing

games admitting such a potential, as well as the associated transformation functions.

The resulting demand systems allow for substitutability or complementarity patterns

that go beyond IIA, and can resemble those induced by “one-stop shopping” behavior.
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1 Introduction

Multiproduct firms selling horizontally-differentiated goods are ubiquitous and many markets
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the empirical industrial organization literature, where multiproduct-firm oligopoly features

prominently (e.g., Berry, Levinsohn, and Pakes, 1995; Nevo, 2001; Miller and Weinberg,

2017).

The theoretical analysis of such markets, however, is hampered by a number of techni-

cal difficulties, such as payoff functions failing to be quasi-concave (Spady, 1984; Hanson

and Martin, 1996) and/or (log-)supermodular (e.g., Whinston, 2007, footnote 8). In Nocke

and Schutz (2018), those difficulties are circumvented by means of an aggregative games

approach, but at the cost of imposing some technical regularity conditions as well as, more

substantially, the restriction to substitute products.

In this paper, we propose a different approach to the proof of equilibrium existence

in multiproduct-firm oligopoly, namely one based on the theory of potential games. A

normal-form game is said to admit a potential if there exists a function, called the potential

function, such that whenever a player changes her action, the variation in her payoff is equal

to the variation in the potential function (Monderer and Shapley, 1996b). Under the weaker

concept of an ordinal potential, all that is required is that the variation in the deviating

player’s payoff has the same sign as the variation in the ordinal potential function. In such

games, equilibrium existence can be established without solving a multidimensional fixed

point problem (as in the best-response approach) or a nested fixed point problem (as in

the aggregative games approach): An action profile that globally maximizes the (ordinal)

potential is a Nash equilibrium.

In the first part of the paper (Section 2), we study multiproduct-firm pricing games based

on demand systems satisfying the independence of irrelevant alternatives (IIA) property. We

show that any such game admits an ordinal potential.1 Based on this insight, we then prove

existence of equilibrium under minimal assumptions on demand by showing that the ordinal

potential function has a global maximizer. Importantly, the demand framework does not

impose that products be substitutes, but instead allows products to be local complements

or substitutes, depending on the level of prices.

Our results in the first part of the paper raise the question whether there may be other

demand systems such that the induced multiproduct-firm pricing game admits an ordinal

potential. Unfortunately, there is no known way of providing a complete solution to this

problem: While Monderer and Shapley (1996b) provide a cross-partial derivatives test that

allows to verify easily whether a given game admits a potential, no such test is known for

the weaker concept of ordinal potential.2 The starting point of our approach to this question

1Thus, such games are both aggregative and ordinal potential games. Connections between (variants of)

aggregative games and (variants of) potential games have been explored in earlier work by Dubey, Haimanko,

and Zapechelnyuk (2006) and Jensen (2010).
2For example, Monderer and Shapley (1996b) write, “Unlike (weighted) potential games, ordinal potential

games are not easily characterized. We do not know of any useful characterization [...] for differentiable
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is the observation that the multiproduct-firm pricing game studied in the first part of the

paper admits a log-potential. That is, the multiproduct-firm pricing game with logged payoffs

admits a potential. More generally, classic examples of games admitting an ordinal potential

that is not a potential—such as the homogeneous-goods Cournot model with symmetric

firms (Kukushkin, 1994; Monderer and Shapley, 1996b) and thus the lottery contest with

symmetric players—also admit a log-potential.

We introduce the novel concept of a transformed potential : We say that a normal-form

game admits a transformed potential if there exists a strictly monotone transformation func-

tion G such that the game that results from applying this transformation to all players’ pay-

offs admits a potential. The advantage of this approach is that, for a given transformation

function (such as the logarithm), Monderer and Shapley (1996b)’s cross-partial derivatives

test can be applied.

In the second part of the paper (Section 3), we address the following two related ques-

tions. What classes of demand systems give rise to a transformed-potential multiproduct-firm

pricing game? What is the associated set of transformation functions? In answering these

questions, we require that the demand system induces a game admitting a transformed po-

tential regardless of the ownership structure of products (i.e., which product is offered by

which firm) and the vector of marginal costs. With a slight abuse of terminology, we will

often say that such a demand system admits a transformed potential. Solving (systems of)

ordinary and partial differential equations, we show that the only classes of demand systems

admitting a transformed potential are of the “generalized linear” or IIA forms. In the latter

case, the corresponding transformation function is of the log type, whereas it is of the linear

type in the former case.

In the final part of the paper (Section 4), we relax the requirement that the demand

system induces a game admitting a transformed potential regardless of the ownership struc-

ture by, instead, fixing the ownership structure of products. Although we continue to find

that the only admissible transformations are of the linear and log types, we identify a richer

class of demand systems. For a given ownership structure, the class of demand systems that

corresponds to linear transformation functions continues to be of the generalized linear form,

albeit in a slightly richer form which we completely characterize.

The system of partial differential equations that characterizes the class of demand systems

corresponding to log transformation functions is hard to solve in general. We provide a

complete solution for the case of two firms. In that case, the demand system has a nest

ordinal potential games.” In recent work, Ewerhart (2017) provides derivatives-based necessary conditions

for a smooth game to admit an ordinal potential. However, as those conditions are not sufficient, they do not

permit a complete characterization of smooth ordinal potential games. Moreover, Ewerhart’s derivatives-

based test must be performed at a Nash equilibrium action profile, which further limits its applicability for

the questions addressed in this paper.
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structure that permits patterns of substitutability and complementarity that go beyond

those implied by the IIA property. In particular, the nest structure allows products to be

complements within a firm, but substitutes across firms, as would arise in models featuring

“one-stop shopping” (Stahl, 1982; Bliss, 1988; Chen and Rey, 2012). Although we are not

able to provide a complete solution of the general case of three or more firms, we provide two

rich classes of demand systems that admit a log-potential for a given ownership structure. In

the first such class, each firm owns one or more entire nests of products, so that competition

takes place across nests, but not within nests. In the second such class, each firm owns

products in only one nest and may face competition from rival firms in that same nest, as

well as from firms in different nests.3

Related literature. Our paper is motivated by, and contributes to, the literature on

multiproduct-firm pricing games with horizontally-differentiated products.4 As a multiprod-

uct firm’s profit function typically fails to be quasi-concave in own price, Caplin and Nalebuff

(1991)’s existence result for single-product-firm pricing games does not extend. As a result,

equilibrium existence had, until recently, been shown only in special cases of demand sys-

tems satisfying some variants of the IIA property: Multinomial logit demand (Spady, 1984;

Konovalov and Sándor, 2010), CES demand (Konovalov and Sándor, 2010), and nested

multinomial logit demand where each firm owns a nest of products (Gallego and Wang,

2014). In recent work, Nocke and Schutz (2018) adopt an aggregative games approach to

unify and extend those results to the larger class of demand systems that can be derived

from (multi-stage) discrete/continuous choice, under some restrictions on the relationship

between the nest and ownership structures. The present paper further generalizes these

earlier equilibrium existence results, and more substantially, allows products to be not only

substitutes but also (local) complements, depending on the level of prices.5

Our paper also contributes to the literature on potential games, pioneered by Slade (1994)

and Monderer and Shapley (1996b). Potential games have been shown to have desirable

properties. For example, the Nash equilibrium that maximizes the potential function satisfies

the finite improvement property (Monderer and Shapley, 1996b), the fictitious play property

(Monderer and Shapley, 1996a), local asymptotic stability (Slade, 1994), and is robust to

3For a model with competition within and across nests, under the assumption of nested CES or multino-

mial logit demand with substitutes, see Nocke and Schutz (2019).
4The focus on horizontally-differentiated products is shared by the empirical industrial organization liter-

ature (e.g., Berry, 1994; Berry, Levinsohn, and Pakes, 1995; Nevo, 2001; Berry, Levinsohn, and Pakes, 2004;

Miller and Weinberg, 2017). There is a separate theoretical literature on multiproduct-firm oligopoly with

pure vertical product differentiation (see Champsaur and Rochet, 1989; Johnson and Myatt, 2003, 2006).
5For an equilibrium existence result with complements and substitutes, see Quint (2014). His frame-

work, however, differs from ours in two important ways: First, on the demand side, products are perfect

complements within a nest and substitutes across nests; second, he restricts attention to single-product firms.
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incomplete information (Ui, 2001).

Closer to our work, Slade (1994) proposes a class of inverse demand systems for differ-

entiated products such that the induced single-product firm quantity-setting game admits a

potential. She does not, however, provide a complete characterization of the demand systems

satisfying that property. By contrast, we introduce the concept of a transformed potential

and characterize the set of demand systems such that the induced multiproduct-firm pric-

ing game admits a transformed potential. In unpublished work, Quint (2006) notes that the

single-product-firm pricing game with logged payoffs, multinomial logit demand, and costless

production admits a potential. We show that this property holds for a considerably larger

class of demand systems with multiproduct firms and costly production.

Building on the seminal paper of Gentzkow (2007), there is a growing literature in empir-

ical industrial organization focusing on the estimation of consumer demand in the presence

of complementarities. Recent contributions include Thomassen, Smith, Seiler, and Schi-

raldi (2017), Ershov, Orr, and Laliberté (2019), and Iaria and Wang (2019). Unlike the

existing literature on multiproduct-firm oligopoly, our approach to equilibrium existence can

accommodate such complementarities.

Price-dependent patterns of substitutability/complementarity are at the heart of Rey and

Tirole (2019)’s analysis of the effects of cooperative price caps. Price caps (or floors) can

be shown to break the convex-valuedness of the best-response correspondence, resulting in

serious issues for existing approaches to equilibrium existence based on the Kakutani fixed-

point theorem or on aggregative games techniques. By contrast, our equilibrium existence

results extend readily to competition in the presence of arbitrary price caps (or floors).

2 Multiproduct-Firm Oligopoly with IIA Demand

In this section, we use a potential games approach to study a multiproduct-firm pricing

model where demand satisfies the IIA property, and products can be (local) complements

or substitutes, depending on the level of prices. The potential games approach allows us to

establish equilibrium existence under minimal assumptions.

2.1 The Model

Consider an industry with a finite set of differentiated products N . The representative

consumer’s quasi-linear indirect utility is given by:

y + V (p) = y +Ψ

(∑
j∈N

hj(pj)

)
,
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where y denotes income, pj the price of product j, and Ψ and hj are differentiable functions

of a single variable. Roy’s identity yields the demand for product i:

Di(p) = −h′i(pi)Ψ′

(∑
j∈N

hj(pj)

)
.

Well-known special cases of this class of demand system include multinomial logit de-

mand (with Ψ(H) = log(1 +H) and hi(pi) = exp[(ai − pi)/(λ)]) and CES demand (Ψ = log

and hi(pi) = aip
1−σ
i ). More generally, Nocke and Schutz (2018) provide necessary and suffi-

cient conditions for this demand system to be derivable from multistage discrete/continuous

choice. The choice process is sequential, with the consumer first observing the value of an

outside option, and deciding whether to take it. If he does not take it, he observes a vector of

product-specific taste shocks, and chooses the product that delivers the highest indirect util-

ity. Finally, he decides how much of that product to consume. Under this micro-foundation,

log hj corresponds to the mean utility delivered by good j, whereas the function Ψ reflects

the distribution of the value of the outside option. Nocke and Schutz (2018)’s necessary and

sufficient conditions, which we assume to hold throughout, are:

(i) Each hi is C1, strictly positive, strictly decreasing, and log-convex.

(ii) Ψ is C1 with non-negative derivative, and H 7→ HΨ′(H) is non-decreasing.

To streamline the exposition, we strengthen condition (ii) slightly, imposing that Ψ′ be

everywhere strictly positive.

This demand system has the IIA property as

Di(p)/Dj(p) = h′i(pi)/h
′
j(pj)

is independent of the price of any third product k. Despite the demand system being derivable

from discrete/continuous choice, products can be complements. Specifically, products are

(local) complements if Ψ′ is locally increasing and local substitutes if Ψ′ is locally decreasing.

The reason why complementarities can arise is that a reduction in the price of good j reduces

the probability that a consumer takes the outside option, thereby potentially increasing the

ex ante choice probability for good k ̸= j.

On the supply side, the set of firms, F , is a partition of the set of products, N . We

assume that there are at least two firms. Firms produce under constant returns to scale; the

vector of constant unit costs for all products is denoted c = (cj)j∈N ∈ RN
++.

Setting hj(∞) ≡ limpj→∞ hj(pj), and adopting the convention that the sum of an empty

collection of reals is equal to zero, the profit of firm f is given by:

πf (p) =
∑
k∈f :
pk<∞

(pk − ck)(−h′k(pk))Ψ′

(∑
j∈N

hj(pj)

)
, ∀p ∈ (0,∞]N ,
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As in Nocke and Schutz (2018), the compactification of action sets permitted by infinite

prices will be useful to establish existence of equilibrium. The assumption is that an infinite

price on a product results in zero profit from that product. As (pk − ck)h
′
k(pk) −→

pk→∞
0 by

log-concavity of hk, this assumption is consistent with what one would obtain if one were

to take limits in the profit function, as long as the limiting vector of industry prices has at

least one finite component.6

Firms compete by setting prices simultaneously. For every firm f ∈ F , define

Pf ≡

pf ∈ (0,∞]f :
∑
k∈f :
pk<∞

(pk − ck)(−h′k(pk)) > 0

 .

As price vectors outside Pf are strictly dominated for firm f , we redefine the action set of

firm f as Pf in the following.

2.2 Equilibrium Existence: A Potential Games Approach

For every p ∈
∏

g∈F Pg, define

W (p) ≡ Ψ′

(∑
j∈N

hj(pj)

)∏
g∈F

∑
k∈g:
pk<∞

(pk − ck) (−h′k(pk)) . (1)

With a slight abuse of notation, let (pf , p−f ) be the vector of prices when firm f sets the

price vector pf and rivals set p−f . Since, for every f ∈ F ,

W (p) = πf (p)×
∏
g ̸=f

∑
k∈g:
pk<∞

(pk − ck) (−h′k(pk))

︸ ︷︷ ︸
>0, independent of pf

,

we have that, for every p = (pf , p−f ) ∈
∏

g∈F Pg and pf ′ ∈ Pf ,

πf (pf ′, p−f )− πf (pf , p−f ) > 0 ⇐⇒ W (pf ′, p−f )−W (pf , p−f ) > 0.

The function W (·) is therefore an ordinal potential for the multiproduct-firm pricing game

defined in the previous subsection.

As shown in Monderer and Shapley (1996b), the ordinal potential can be used to obtain

a simple proof of equilibrium existence: If p∗ solves the maximization problem

max
p∈

∏
g∈F Pg

W (p),

6Profit functions do not necessarily have a limit as all prices tend to infinity. Examples of demand

systems where the limit does not exist include CES and the multinomial logit without outside options. See

Section II.3 in the Online Appendix to Nocke and Schutz (2018) for a detailed discussion of infinite prices.
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then for every f ∈ F and pf ∈ Pf ,

πf (p∗f , p∗−f ) ≥ πf (pf , p∗−f ),

and so p∗ is a Nash equilibrium. Equilibrium existence can thus be established by showing

the existence of a global maximizer of the ordinal potential.

Applying this insight to our multiproduct-firm pricing game, we obtain equilibrium ex-

istence under minimal restrictions:

Proposition 1. Suppose that Ψ is twice differentiable. Then, for any firm partition F
and any marginal cost vector c, the associated ordinal potential function W (·) has a global

maximizer, and the multiproduct-firm pricing game has a pure-strategy Nash equilibrium.

Proof. See Appendix A.

A substantial economic contribution relative to Nocke and Schutz (2018) consists in

deriving equilibrium existence results allowing for complements. In the present frame-

work, whether products are local substitutes or complements depends on the local behavior

of Ψ′, and thus on the level of prices. Such price-dependent patterns of complementar-

ity/substitutability are at the core of Rey and Tirole (2019).

Importantly, the equilibrium existence result of Proposition 1 continues to hold even

in the presence of arbitrary price caps and floors. Such price caps (and floors) may arise

because of regulation or, as recently advocated by Rey and Tirole (2019), due to cooperative

agreements. Suppose that for all i ∈ N , there exists a price cap pi ≤ ∞ and a price floor

p
i
≥ ci such that pi has to satisfy p

i
≤ pi ≤ pi. As this type of regulation breaks the

convex-valuedness of best responses, standard approaches to equilibrium existence based

on the Kakutani fixed point theorem or aggregative games techniques do not apply.7 By

contrast, the potential games approach still delivers equilibrium existence: As
∏

j∈N [cj, cj]

is compact, the potential function continues to have a global maximizer, and so a Nash

equilibrium exists.8

We close this section by discussing some of the more technical aspects of Proposition 1,

providing first an overview of the key steps of its proof. Suppose first that products are

never complements, so that price vectors that contain components at or below marginal cost

are strictly dominated. We can thus restrict the domain of the potential function W to the

set
∏

j∈N (cj,∞] ∩
∏

f∈F Pf . The next step consists in showing that the function W can

7Recall from Spady (1984) and Hanson and Martin (1996) that multinomial logit profit functions can fail

to be quasi-concave. In the presence of price caps or floors, this failure of quasi-concavity can result in the

failure of uni-modality.
8More generally, an equilibrium exists provided action sets are closed.
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be extended in a continuous way to the set
∏

j∈N [cj,∞], and has a global maximizer p∗ on

that set. This p∗ must necessarily be an element of
∏

f∈F Pf , for otherwise, W (p∗) would be

equal to zero, and so W could not be maximized at p∗. A difficulty in establishing existence

of p∗ involves showing that the extension of W (·) to
∏

j∈N [cj,∞] is continuous even when

all components of the price vector are infinite—see Lemma C in the appendix for details.

To allow products to be complements involves additional technical difficulties as a firm

might want to price some of its products at zero (and thus below marginal cost) to boost

the demand for its other products. This is problematic as the demand system is not defined

at such prices. The assumption that Ψ is twice differentiable is a weak technical condition

ensuring that such a pricing incentive does not exist.

A more technical contribution of Proposition 1 relative to Nocke and Schutz (2018)

consists in deriving equilibrium existence under weaker regularity and monotonicity assump-

tions: In the baseline of Nocke and Schutz (2018), it was assumed that Ψ is equal to the loga-

rithm, and each hi is C3 and such that the elasticity of −h′i is non-decreasing.9 Without such

regularity and monotonicity assumptions, it is easy to construct examples of multiproduct-

firm pricing games with IIA demand where best responses are neither convex-valued nor

monotone. Despite such classic conditions failing to hold, Proposition 1 implies that those

pricing games have a Nash equilibrium.

Finally, the potential games approach provides a new method to compute equilibria.

Instead of solving a multidimensional fixed point problem (as with the best-response ap-

proach) or a nested fixed point problem (as with the aggregative games approach of Nocke

and Schutz, 2018), it involves finding the global maximizer of the ordinal potential function

W .

3 Transformed Potentials and Demand Systems

The multiproduct-firm pricing game analyzed in the previous section has an important fea-

ture: Despite that game not having a potential, the game resulting from taking a well-chosen

monotone transformation of the payoff functions does have a potential.

Specifically, the normal form game with payoff functions log πf for every f ∈ F has a

potential: U ≡ logW , where W is the ordinal potential defined in equation (1). That is,

the demand system of Section 2 has the following property: There exists a transformation

function G (here, G ≡ log) such that—regardless of the vector of marginal costs c and of the

firm partition F—the normal form game with payoff function G ◦ πf for every firm f has a

9In their online appendix, Nocke and Schutz (2018), allow Ψ to differ from the logarithm. However, their

existence proof requires numerous additional technical assumptions. (See Assumption (iii) in their online

appendix.)
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potential. In such a case, we say that D admits a transformed potential or, more specifically,

a G-potential. In this section, we fully characterize, first, the set of demand systems that

admit a transformed potential and, second, the associated transformation functions.

3.1 Demand Systems Admitting Transformed Potentials: A Com-

plete Characterization

Let the demand system D be a continuous mapping from RN
++ to RN

+ . Let Q ≡ {p ∈ RN
++ :

D(p) ∈ RN
++} be the vector of prices at which the demand for all products is strictly positive.

By continuity, Q is open.

We impose the following technical restrictions on the demand system D. The set Q is

non-empty and convex. Moreover, D is C2 on Q and satisfies Slutsky symmetry and strict

monotonicity: For all p ∈ Q and all i, j ∈ N , ∂iDj(p) = ∂jDi(p) and ∂iDi(p) < 0.10 It also

satisfies non-zero substitution almost everywhere: For all i, j ∈ N and almost every p ∈ Q,

∂jDi(p) ̸= 0. We also assume that for every product i ∈ N there exists a price vector p

such that ∂i[piDi(p)] < 0; that is, the revenue on product i is not everywhere increasing in

the price of that product. Slutsky symmetry and the convexity of Q imply the existence of

a function V such that ∂iV (p) = −Di(p) for every p ∈ Q and i ∈ N . We assume that the

level sets of V are connected surfaces, in the sense that any two points on the same level set

can be connected by a continuously differentiable path.11

In the following, we seek to characterize potential functions on the set Q.12 We restrict

attention to transformation functions G that have the following two properties: First, those

functions are defined on an interval of strictly positive reals that include all attainable,

strictly positive profit levels; second, those functions G are C3 with G′ > 0. Given the classes

of demand systems identified in the theorem below, the fact that we are not attempting to

define transformation functions over non-positive reals turns out to be irrelevant.

Theorem 1. Let D be a demand system and G a transformation function satisfying the

assumptions made above. Then, the following assertions are equivalent:

(a) D admits a G-potential.

10Notation: ∂iκ denotes the partial derivative of the function κ with respect to its ith argument; ∂2
ijκ

denotes the cross-partial derivative with respect to the ith and jth arguments.
11This assumption will later allow us to invoke results by Goldman and Uzawa (1964) and Anderson, Erkal,

and Piccinin (2020) to integrate systems of partial differential equations. If Q = RN
++, then the assumption

is automatically satisfied if V is convex, i.e., if the demand system D can be derived from quasi-linear utility

maximization.
12The differential techniques we are using in this paper do not allow us to deal with kinks in demand

systems. Such kinks typically occur at price vectors at which the demand for one product vanishes.
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(b) One of the following assertions holds true:

(i) For any attainable, strictly positive profit level π, G(π) = A+B log π. The demand

system D takes the IIA form

Di(p) = −h′i(pi)Ψ′

(∑
j∈N

hj(pj)

)
. (2)

(ii) For any attainable, strictly positive profit level π, G(π) = A + Cπ. The demand

system D takes the generalized linear form

Di(p) = −h′i(pi) +
∑
j ̸=i

αijpj, (3)

with αij = αji for every i, j.

(iii) For any attainable, strictly positive profit level π, G(π) = A+B log π +Cπ. The

demand system D takes the perfect complements form

Di(p) = γi

(
β −

∑
j∈N

γjpj

)
, (4)

with γi > 0 for every i and β > 0.

The theorem thus shows that D admits a G-potential if and only if one of the three

following conditions holds. First, D takes the IIA form analyzed in Section 2. In this case,

the function G is necessarily an affine transformation of the logarithm. Second, D takes

the generalized linear form, a special case of which is the linear demand system of Bowley

(1924) and Shubik and Levitan (1980). In this case, the function G is necessarily affine.

Third, D takes a form that is consistent with both the IIA and generalized linear forms,

thus implying that products are perfect complements and demand is linear in prices. In this

case, the function G is a combination of the logarithmic form of the IIA demand and the

affine form of the generalized linear demand.

We close this subsection by providing expressions for the associated potential functions.

The potential function for part (b)-(i) of the theorem can be found by taking the logarithm

of the ordinal potential function in equation (1):

U(p) = logΨ′

(∑
j∈N

hj(pj)

)
+
∑
f∈F

log

(∑
j∈f

(pj − cj)(−h′j(pj))

)
. (5)

A potential function for part (b)-(ii) can be obtained by integrating the payoff gradient:

U(p) =
∑
k∈N

(pk − ck)(−h′k(pk)) +
1

2

∑
j,k∈N
j ̸=k

αjkpjpk +
1

2

∑
f∈F

∑
j,k∈N
j ̸=k

αjk(pk − ck)
2. (6)

Finally, potential functions for part (b)-(iii) can be obtained by linearly combining the two

functions U(p) defined above, mutatis mutandis.
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3.2 Proof of the Theorem

The fact that (b) implies (a) follows immediately by noting that the gradient of the potential

function defined in equation (5) (respectively, equation (6)) is equal to the payoff gradient

(see Monderer and Shapley, 1996b).

In the remainder of this subsection, we show that (a) implies (b). Suppose that the

demand system D admits a G-potential. We begin by introducing new notation. For every

i ∈ N , let πi ≡ supp∈Q piDi(p) be the supremum of the revenue from product i, and let

π ≡ maxi∈N πi. Define

πi : (p, ci) ∈ {(p, ci) ∈ Q× R++ : pi > ci} 7→ (pi − ci)Di(p).

The range of πi is the open interval (0, πi).

For every π ∈ (0, πi), let

Qi(π) = {p ∈ Q : piDi(p) > π}.

For every π, Qi(π) is non-empty and open, and the set function Qi(·) is non-increasing:

Qi(π) ⊆ Qi(π
′) whenever π ≥ π′. Moreover, p ∈ Qi(π) if and only if there exists ci < pi such

that πi(p, ci) = π.

Let Π ≡ maxi∈N supp∈Q p−i ·D−i(p) be the supremum of the profits of a (multiproduct)

firm in the industry. (Since, by assumption, there are always at least two firms in the industry,

a given firm earns profits on at most |N | − 1 products.) The transformation function G is

defined over the domain
(
0,Π

)
. Its curvature is denoted

ϵ(π) ≡ −πG
′′(π)

G′(π)
.

Applying Theorem 4.5 in Monderer and Shapley (1996a), we show that ϵ solves a certain

parameterized ordinary differential equation:

Lemma 1. For every i, j ∈ N with i ̸= j, for every π ∈ (0, πi), and p ∈ Qi(π),

∂jDi

(
Di + π

∂iDi

Di

)(
ϵ′(π) +

ϵ(π)(1− ϵ(π))

π

)
= ∂2ijDi (1− ϵ(π)) , (7)

where the function Di and its partial derivatives are all evaluated at p.

Proof. See Appendix B.

Exploiting Lemma 1, we characterize the admissible transformation functions:

Lemma 2. There exist constants A, B, and C such that B + Cπ > 0 and

G(π) = A+B log π + Cπ (8)

for every π ∈ (0, π).
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Proof. See Appendix B.

Using again Theorem 4.5 in Monderer and Shapley (1996a) and the above transformation

functions, we show that the demand system must satisfy certain partial differential equations:

Lemma 3. If B ̸= 0 in equation (8), then for every p ∈ Q,

∀(i, j, k) ∈ N 3 with k ̸= i, j, ∂k
Di(p)

Dj(p)
= 0,

∀(i, j) ∈ N 2, ∀(k, l) ∈ (N \ {i, j})2 ∂2ik log
Dj(p)

Dl(p)
= 0.

If C ̸= 0 in equation (8), then for every i, j, k ∈ N with k ̸= i, j and every p ∈ Q,

∂2ikDj(p) = 0.

Proof. See Appendix B.

Integrating the system of partial differential equations from the second part of the pre-

vious lemma (which is straightforward) as well as from the first part (which relies on earlier

results by Goldman and Uzawa (1964) and Anderson, Erkal, and Piccinin (2020)) yields:

Lemma 4. If B ̸= 0 in equation (8), then the demand system D takes the IIA form of

equation (2) on the domain Q.

If C ̸= 0 in equation (8), then the demand system D takes the generalized linear form of

equation (3) on the domain Q.

Proof. See Appendix B.

The special case of part (iii) of the theorem arises when B,C ̸= 0 in equation (8). As

shown below, the resulting demand system is linear and features perfect complements:

Lemma 5. If B,C ̸= 0 in equation (8), then the demand system D takes the perfect com-

plements form of equation (4) on the domain Q.

Proof. See Appendix B.

Finally, we show that the transformation functions identified in Lemma 2 extend to the

entire domain
(
0,Π

)
:

Lemma 6. In the statement of Lemma 2, π can be replaced by Π.

Proof. See Appendix B.
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4 Nested Demand Systems: An Exploration

In the previous section, we fully characterized the demand systems and transformation func-

tions that give rise to a potential game regardless of the firm partition. In this section, we

analyze whether, for a fixed firm partition F , there are richer demand systems that induce

a multiproduct-firm pricing game admitting a transformed potential.

We say that (D,F) admits aG-potential if, for every marginal cost vector c, the multiproduct-

firm pricing game with payoff function G ◦ πf for any f ∈ F has a potential.

Proposition 2. Let D be a demand system and G a transformation function satisfying the

assumptions in Section 3.1. Let F be a firm partition. Then, the following assertions are

equivalent:

(a) (D,F) admits a G-potential.

(b) One of the following assertions holds true:

(i) For any attainable, strictly positive profit level π, G(π) = A+B log π. The demand

system D satisfies the following properties: For every f, g ∈ F with f ̸= g, i, j ∈ f ,

and k, l ∈ g, ∂kDi/Dj = 0 and ∂2ik logDj/Dl = 0.

(ii) For any attainable, strictly positive profit level π, G(π) = A + Cπ. The demand

system D takes the generalized linear form: For any i ∈ f ∈ F

Di(p) = −∂iψf (pf ) +
∑
j /∈f

αijpj,

where pf is the vector of prices set by firm f .

(iii) For any attainable, strictly positive profit level π, G(π) = A+B log π +Cπ. The

demand system D takes the perfect complements form of equation (4).

Proof. See Appendix C.

The admissible transformation functions are the same as in Theorem 1, as is the class of

demand systems identified in part (b)-(iii) of the proposition. The class of demand systems

in part (b)-(ii) of the proposition is similar to before, except that the (potentially) non-linear

part of Di now depends on the vector of prices of the firm owning product i. The associated

potential function is:

U(p) =
∑
f∈F

∑
j∈f

(pj − cj)
(
−∂jψf (pf )

)
+

1

2

∑
j∈f

k∈N\f

αjkpjpk

 .
14



In contrast to part (b)-(i) of Theorem 1, part (b)-(i) of the proposition does not fully

characterize the resulting demand system, but instead provides a system of partial differential

equations that the demand system must solve. Unfortunately, we have not been able to solve

this system in the general case with three or more firms.

We now fully characterize part (b)-(i) of Proposition 2 for the case of two firms:

Proposition 3. Suppose |F| = 2. Then, (D,F) admits a log-potential if and only if the

demand system D takes the following form: For every i ∈ f ∈ F and p ∈ Q,

Di(p) = −∂iψf (pf )Ψ′

(∑
g∈F

ψg(pg)

)
,

where pg is the vector of prices set by firm g.

Proof. See Appendix D.

The associated potential function is:

U(p) = logΨ′

(∑
f∈F

ψf (pf )

)
+
∑
f∈F

log

(∑
j∈f

(pj − cj)
(
−∂jψf (pf )

))
. (9)

The class of demand systems characterized in Proposition 3 permits more flexibility than

that in part (b)-(i) of Theorem 1 in that the ψg(·) functions do not need to be additively

separable in the components of the price vector pg. A possible micro-foundation for this

new demand system is a three-stage discrete/continuous choice process: First, the consumer

decides whether to take up the outside option (as a function of the realization of the taste

shock for that option); if not, second, the consumer chooses from which firm to purchase

(as a function of the realizations of the taste shocks for the two firms); finally, the consumer

chooses which products to purchase (and how much) from the selected firm (as a function of

the product-level taste shocks). With this micro-foundation, logψf can be interpreted as the

consumer’s mean utility of choosing firm f , whereas Ψ reflects the distribution of the taste

shock for the outside option. A special case of the class of demand systems characterized in

Proposition 3 is a nested multinomial logit (or nested CES) demand system where each firm

owns one or several nests of products, and each nest can consist of several sub-nests, etc.

The fact that ψg need not be additively separable in pg permits some substitution patterns

that go beyond those implied by the IIA property. Specifically, the ratio of demands for goods

i and j can depend on the price of a third product k provided that product k is owned by a

firm that also owns at least one of the two products i and j.

The class of demand systems of Section 2 had the property that, at any given vector of

prices, all products were either local substitutes or local complements to one another. The

new class of demand systems of Proposition 3 permits more flexibility in this regard: For

15



example, product 1 could be a complement to product 2 and a substitute to product 3,

with all three products owned by the same firm, and at the same time a substitute to all

products owned by the rival firm. Such demand patterns frequently arise through “one-stop

shopping,” where products offered by different stores are substitutes, but products offered

by the same store can be complements.

Before discussing the case of three or more firms, we provide a brief description of the

key steps in our proof of Proposition 3. First, we fix two products i and j that are owned

by different firms, and integrate the partial differential equation ∂2ij logDi/Dj = 0 to obtain

the functional equation

ρi(p−i)Di(p) = ρj(p−j)Dj(p)

for some functions ρi(·) and ρj(·). Using Roy’s identity, this functional equation can be

rewritten as

ρi(p−i)∂iV (p) = ρj(p−j)∂jV (p),

where V (·) is the representative consumer’s indirect utility function. Integrating this partial

differential equation with the method of characteristics yields:

V (p) = Ψ
(
ψi(p−i) + ψj(p−j), p−{i,j}

)
,

for some functions Ψ(·), ψi(·), and ψj(·). Exploiting the other partial differential equations

in part (b)-(i) of Proposition 2, we show that the arguments p−{i,j} can be dropped from

the function Ψ(·), and that ψi(p−i) + ψj(p−j) is additively separable in the two firms’ price

vectors. It is that final step of the proof that is hard to generalize to the case of three or

more firms.

We close this section by discussing the case of three or more firms, providing examples

of rich classes of demand systems that admit a log-potential for a given firm partition f .

The first example is the class of demand systems identified in Proposition 3, but with an

arbitrary number of firms:

Proposition 4. Let F be a firm partition. Then, (D,F) admits a log-potential if the demand

system D takes the following form: For every i ∈ f ∈ F and p ∈ Q,

Di(p) = −∂iψf (pf )Ψ′

(∑
g∈F

ψg(pg)

)
.

Proof. The result follows immediately by noticing that the gradient of the potential function

in equation (9) coincides with the payoff gradient.

That first example has the feature that a product of firm f is an equally good substitute

(or complement) to a product of firm f ′ as to one of firm f ′′. The second example relaxes

that feature:
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Proposition 5. Let F be a firm partition and E a partition of F . Then, (D,F) admits a

log-potential if the demand system D takes the following form: For every i ∈ f ∈ e ∈ E and

p ∈ Q,

Di(p) = −∂iψf (pf )Ψe′

(∑
g∈e

ψg(pg)

)
Ψ′

[∑
ϵ∈E

Ψϵ

(∑
g∈ϵ

ψg(pg)

)]
.

Proof. The result follows immediately by defining the potential

U(p) = logΨ′

[∑
ϵ∈E

Ψϵ

(∑
g∈ϵ

ψg(pg)

)]

+
∑
ϵ∈E

log Ψϵ′

(∑
g∈ϵ

ψg(pg)

)
+
∑
ϵ∈E

∑
g∈ϵ

log

(∑
j∈g

(pj − cj) (−∂jψg(pg))

)

and noticing that its gradient coincides with the payoff gradient.

One interpretation for this class of demand systems is that consumers make multi-stage

discrete/continuous choices, with different subsets of firms having their products in different

nests. Under this interpretation, logΨe is the mean utility delivered by nest e.

5 Conclusion

In this paper, we have made several contributions. First, we have proven existence of equi-

librium for multiproduct-firm pricing games with IIA demand under minimal restrictions

on demand. Importantly, the demand framework has the property that, depending on the

level of prices, products can be local substitutes or complements. Moreover, the equilibrium

existence result holds even in the presence of price caps and floors—instances in which other

approaches to equilibrium existence face serious difficulties.

Second, we have introduced the novel concept of a transformed potential. The advantage

of this new concept is that, in contrast to an ordinal potential, a cross-partial derivatives

test is available for transformed potentials. We have fully characterized the class of demand

systems admitting such a transformed potential regardless of the ownership structure, along

with the associated transformation functions. Those demand systems are of the generalized

linear or IIA types.

Third, for a given ownership structure, we have shown that the only adissible trans-

formation functions are either of the linear or the logarithmic type. We have completely

characterized the class of demand systems admitting a potential with a linear transforma-

tion function, as well as partially characterized the demand systems admitting a potential

with a logarithmic transformation function. The latter demand systems can have nest struc-

tures, permitting patterns of substitutability and complementarity that go beyond those
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implied by the IIA property. For instance, products can be complements within a firm but

substitutes across firms, as in models of one-stop shopping.

The system of partial differential equations that characterizes the demand systems ad-

mitting a log-potential for a given ownership structure is hard to solve in the general case

of three or more firms. We conjecture that the solutions are demand systems with a (multi-

level) nest structure, and only those demand systems. A formal proof of this conjecture is

left for future research.
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A Proof of Proposition 1

Preliminaries. We begin by introducing new notation. The function Ψ is defined over

the interval (H,H), where

H ≡
∑
j∈N

hj(∞) and H ≡
∑
j∈N

hj(0).

For every f ∈ F , pf ∈ (0,∞]f , and p ∈ (0,∞]N , we let

uf (pf ) =
∑
k∈f

pk<∞

(pk − ck)(−h′k(pk)),

H(p) =
∑
j∈N

hj(pj),

This allows us to rewrite firm f ’s profit and the ordinal potential function as follows:

πf (p) = Ψ′(H(p))uf (pf ),

W (p) = Ψ′(H(p))
∏
g∈F

ug(pg).

The following lemma will be useful to determine the limits of uf and W as some (or all)

of the prices tend to infinity:

Lemma A. For every j ∈ N and α ∈ [0, 1),

lim
pj→∞

pj
h′j(pj)

hj(pj)α
= 0.

Proof. We drop the product subscript to ease notation. Let α ∈ [0, 1) and ϕ(p) ≡ h(p)1−α for

every p > 0. Since (1− α)ϕ′(p) = h′(p)/h(p)α, all we need to do is show that pϕ′(p) −→
p→∞

0.

As h is 0-convex (i.e., log-convex), it is ρ-convex for every ρ ≥ 0. It follows in particular

that ϕ is convex. Moreover, since h is positive and decreasing, so is ϕ. This implies that

ϕ(∞) ≡ limp→∞ ϕ(p) exists and is finite.

By the fundamental theorem of calculus, we have:

ϕ(p)− ϕ
(p
2

)
=

∫ p

p/2

ϕ′(t)dt ≤
∫ p

p/2

ϕ′(p)dt =
1

2
pϕ′(p) ≤ 0,

where the first inequality follows by the convexity of ϕ. Since ϕ(∞) is finite, we have that

ϕ(p)− ϕ (p/2) −→
p→∞

0, which implies that pϕ′(p) −→
p→∞

0 by the sandwich theorem.
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For what follows, it is useful to extend the domains of the functions uf (·), H(·), andW (·)
to price vectors for which some of the prices are equal to zero and/or some of the firms make

strictly negative profits. For every firm f , let

Pf
0 ≡

{
pf ∈ [0,∞]f : pfj > 0 for every j such that h′j(0) = −∞

}
.

We begin by extending the domains of uf and H:

Lemma B. For every f ∈ F , uf has a continuous and real-valued extension to Pf
0 . More-

over, H has a continuous and real-valued extension to P0 ≡
∏

g∈F Pg
0 .

Proof. Since uf is additively separable in pf , all we need to do is show that, for every j ∈ f ,

(i) limpj→∞(pj − cj)h
′
j(pj) = 0, and (ii) if h′j(pj) > −∞, then limpj→0(pj − cj)h

′
j(pj) is finite.

The former follows by Lemma A, whereas the latter holds trivially.

Next, we turn our attention to H. For every j such that h′j(0) > −∞, we have that

hj(0) < ∞. Hence, any such hj can be extended in a continuous and real-valued way to

[0,∞]. Since H is additively separable in p, the result follows.

Let us now extend the domain of W to (0,∞]N by defining for every p in that set

W (p) =

Ψ′(H(p))
∏

g∈F u
g(pg) if pj ̸= ∞ for some j,

0 otherwise.

Clearly, W is continuous on (0,∞)N . The following lemma states that W is also continuous

at price vectors containing infinite components, and extends its domain to P∗
0 ≡ P0 \ {0}:

Lemma C. The function W has a continuous and real-valued extension to P∗
0 .

Proof. Let p̂ ∈ P∗
0 . Suppose that p̂k = 0 for some k. By Lemma B, H is continuous at p̂

and ug is continuous at p̂g for every firm g. We now show that limH→H(p̂) Ψ
′(H) exists and is

finite. Since p̂ ∈ P∗
0 , we have that p̂i > 0 for some i. Moreover, since p̂k = 0, it follows that

H(p̂) ∈ (H,H). Therefore, limH→H(p̂) Ψ
′(H) = Ψ′(H(p̂)), which is indeed finite. Hence,

lim
p→p̂

W (p) = Ψ′(H(p̂))
∏
g∈F

hg(p̂g) ≡ W (p̂).

Likewise, for every p̃ ∈ P∗
0 containing at least one finite component,

lim
p→p̃

W (p) = Ψ′(H(p̃))
∏
g∈F

hg(p̃g) = W (p̃).

Hence, W is continuous on P∗
0 \ {(∞,∞, . . . ,∞)}.

Finally, we show that W is continuous at (∞,∞, . . . ,∞). Let (p(n))n≥0 be a sequence

such that p(n) ̸= (∞,∞, . . . ,∞) for every n and limn→∞ p(n) = (∞,∞, . . . ,∞). Then,
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H(p(n)) −→
n→∞

H. Since HΨ′(H) is positive and non-decreasing, it has a finite limit as H

tends to H. We have:

|W (p(n))| = |H(p(n))Ψ′(H(p(n)))| ×
∏
g∈F

∣∣∣∣∣∣∣∣
∑
k∈g

pk(n)<∞

(pk(n)− ck)(−h′k(pk(n)))
H(p(n))

1
|F|

∣∣∣∣∣∣∣∣
≤ H(p(n))Ψ′(H(p(n)))×

∏
g∈F

∑
k∈g

pk(n)<∞

|pk(n)− ck| (−h′k(pk(n)))
H(p(n))

1
|F|

≤ H(p(n))Ψ′(H(p(n)))×
∏
g∈F

∑
k∈g

pk(n)<∞

−pk(n)h′k(pk(n))
hk(pk(n))

1
|F|

−→
n→∞

0 = W (∞, . . . ,∞),

where we have used Lemma A and the fact that limH→H HΨ′(H) ∈ [0,∞).

Proof of the proposition.

Proof. Let (p(n))n≥0 be a sequence over P such that

lim
n→∞

W (p(n)) = sup
p∈P

W (p).

For every i ∈ N , the sequence (pi(n))n≥0 is either bounded or unbounded. In the former case,

we can extract a subsequence that converges to some p∗i ∈ [0,∞). In the latter case, we can

extract a subsequence that converges to p∗i = ∞. Doing so (sequentially) for every i ∈ N ,

we obtain a subsequence (p′(n))n≥0 that tends to some limiting price vector p∗ ∈ [0,∞]N as

n tends to infinity. To ease notation, we relabel (p′(n))n≥0 as (p(n))n≥0. Our goal is to show

that p∗ ∈ P . The result will then follow by the continuity of W on P (see Lemma C).

We begin by showing that p∗ ∈ P∗
0 . Clearly, p∗ ̸= 0. To see this, note that if p∗ had all

of its components equal to zero, then we would have pj(n) < cj for every j for n sufficiently

high, and so p(n) could not belong to P .

Assume for a contradiction that p∗i = 0 for a product i for which h′i(0) = −∞, and let

f be the firm that owns product i. Then, (pi(n)− ci)(−h′i(pi(n))) −→
n→∞

−∞. By Lemma A,

limpj→∞ pjh
′
j(pj) = 0 for every j. Hence, there exists Pj > cj such that (pj−cj)(−h′j(pj)) ≤ 1

for every pj ≥ Pj. Moreover, since pj 7→ (pj − cj)(−h′j(pj)) is continuous on the compact

set [cj, Pj], it is bounded above by some real Kj. As (pj − cj)(−h′j(pj)) < 0 for pj < cj, this

implies that (pj − cj)(−h′j(pj)) ≤ max(1, Kj) ≡ K ′
j for every pj ∈ R++. Hence, for every

n ≥ 0,

uf (pf (n)) ≤
∑
j∈f
j ̸=i

K ′
j + (pi(n)− ci) (−h′i(pi(n))) −→

n→∞
−∞.
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Thus, uf (pf (n)) < 0 for n sufficiently high, and so pf (n) /∈ Pf , a contradiction.

Summing up, p∗ ̸= 0 and p∗j > 0 for every j such that h′j(0) = −∞. It follows that

p∗ ∈ P∗
0 . Since W is continuous on P∗

0 by Lemma C, it follows that supp∈P W (p) = W (p∗).

Next, we show that Ψ′(H(p∗)) and ug(pg∗) are finite and strictly positive for every firm

g. Clearly, W (p) > 0 for every p ∈
∏

j∈N (cj,∞), and so W (p∗) > 0. This implies that p∗

has at least one finite component, so that H(p∗) > H. Moreover,

H(p∗) =
∑
j∈N
p∗j=0

hj(0) +
∑
j∈N
p∗j>0

hj(p
∗
j) <

∑
j∈N

hj(0) = H

since p∗i > 0 for at least one product i and hj(0) <∞ for every product j such that p∗j = 0.

Hence, H(p∗) ∈ (H,H), and so Ψ′(H(p∗)) is finite and strictly positive. We therefore have:

W (p∗) = Ψ′(H(p∗))︸ ︷︷ ︸
finite, >0

×
∏
g∈F

ug(pg∗) > 0. (10)

Since p∗ ∈ P∗
0 , u

g(pg∗) is finite for every firm g. Moreover, since pg(n) ∈ Pg for every n, pg∗

belongs to the closure of Pg, and so ug(pg∗) ≥ 0. Combining this with inequality (10), we

conclude that ug(pg∗) is finite and strictly positive for every g.

Finally, we show that p∗j > 0 for every j. Assume for a contradiction that p∗i = 0 for

some product i, and let f be the firm owning that product. Since uf (pf∗) > 0, there exists

another product k owned by firm f such that p∗k ∈ (ck,∞). Since uf is continuous, there

exists p
k
∈ (ck, p

∗
k) such that for every pk ∈ (p

k
, p∗k], u

f (pk, p
f∗
−k) > 0, where (pk, p

f∗
−k) denotes

the vector obtained by replacing the kth element of pf∗ by pk. We now show that

W (pk, p
∗
−k) ≤ W (p∗) ∀pk ∈ (p

k
, p∗k). (11)

To see this, define the sequence p̃(n) as follows: For every n ≥ 0 and j ∈ N ,

p̃j(n) =

pk if j = k,

pj(n) otherwise.

Clearly, p̃(n) −→
n→∞

(pk, p
∗
−k). Moreover, by continuity of uf , we have that uf (p̃f (n)) > 0 for

n high enough. Since p̃j(n) > 0 for every j and n, this implies that p̃(n) ∈ P for n high

enough. Hence, for sufficiently high n, we have W (p̃(n)) ≤ W (p∗). Taking limits and using

the continuity of W , we obtain condition (11).

Since ug(pg∗) > 0 for every g, condition (11) can be rewritten as

Ψ′ [H(p∗)]uf (pf∗)−Ψ′ [H(pk, p
∗
−k)
]
uf
(
pk, p

f∗
−k

)
p∗k − pk

≥ 0.
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Let (pnk)n≥0 be a sequence over (p
k
, p∗k) such that pnk −→

n→∞
p∗k. Then, for every n ≥ 0,

Ψ′ [H(p∗)]
uf (pf∗)− uf

(
pnk , p

f∗
−k

)
p∗k − pnk

+ uf
(
pnk , p

f∗
−k

) Ψ′ [H(p∗)]−Ψ′ [H(pnk , p
∗
−k)
]

p∗k − pnk
≥ 0. (12)

As n tends to infinity, the second term on the left-hand side tends to

uf (pf∗)h′k(p
∗
k)Ψ

′′(H(p∗)),

where we have used the fact that hk and Ψ′ are differentiable and uf is continuous.

As for the first term on the left-hand side, note that

uf (pf∗)− uf
(
pnk , p

f∗
−k

)
p∗k − pnk

=
(p∗k − ck)(−h′k(p∗k))− (pnk − ck)(−h′k(pnk))

p∗k − pnk

= −h′k(p∗k) + (pnk − ck)
h′k(p

n
k)− h′k(p

∗
k)

p∗k − pnk︸ ︷︷ ︸
≡δnk

.

Since hk is convex and pnk < p∗k, we have that δ
n
k ≤ 0 for every n. If (δnk )n≥0 were unbounded,

then we could extract a subsequence that diverges to −∞. Along that subsequence, the

left-hand side of condition (12) would then diverge to −∞, which cannot be. It follows that

(δnk )n≥0 is bounded, and we can extract a subsequence that converges to some δk ∈ (−∞, 0].

Assume for a contradiction that δk = 0. By log-convexity of hk, we have that, for every

n,

0 ≤ 1

p∗k − pnk

(
h′k(p

∗
k)

hk(p∗k)
− h′k(p

n
k)

hk(pnk)

)
=
h′k(p

∗
k)− h′k(p

n
k)

p∗k − pnk

1

hk(p∗k)
+ h′k(p

n
k)

1

p∗k − pnk

(
1

hk(p∗k)
− 1

hk(pnk)

)
,

−→
n→∞

−h
′
k(p

∗
k)

2

hk(p∗k)
2
< 0,

where we have taken the limit along the aforementioned subsequence and used the fact that

δk = 0. We have thus obtained a contradiction, which implies that δk < 0.

Taking limits along the convergent subsequence in condition (12), we obtain:

(p∗k − ck)
−δk

−h′k(p∗k)
≤ 1− Ψ′′(H(p∗))

Ψ′(H(p∗))
uf (pf∗),

which, since p∗k > ck and δk < 0, implies that

1− Ψ′′(H(p∗))

Ψ′(H(p∗))
uf (pf∗) > 0.
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We now perform the same exercise for product i (for which p∗i = 0). The argument used

above implies that

Ψ′ [H(pi, p
∗
−i)
]
uf
(
pi, p

f∗
−i

)
−Ψ′ [H(p∗)]uf (pf∗)

pi
≤ 0

for every pi > 0. Let (pni )n≥0 be a strictly positive sequence of prices converging to zero.

Using the above inequality, we obtain that, for every n,

Ψ′ [H(p∗)]
uf
(
pni , p

f∗
−i

)
− uf (pf∗)

pni
+ uf

(
pni , p

f∗
−i

) Ψ′ [H(pni , p
∗
−i)
]
−Ψ′ [H(p∗)]

pni
≤ 0. (13)

As before, the second term on the left-hand side tends to

uf (p∗)h′i(0)Ψ
′′(H(p∗))

as n tends to infinity. Moreover,

uf
(
pni , p

f∗
−i

)
− uf (pf∗)

pni
= −h′i(0) + (pni − ci)

h′i(0)− h′i(p
n
i )

pni︸ ︷︷ ︸
≡δni

.

The sequence (δni )n≥0 is non-positive. If it were unbounded, we could extract a subsequence

that diverges to −∞. Since pni − ci −→
n→∞

−ci < 0, the left-hand side of condition (13) would

then diverge to +∞, which cannot be. Hence, (δni )n≥0 is bounded and we can extract a

subsequence that converges to some δi ∈ (−∞, 0].

Taking limits along the convergent subsequence in condition (13), we obtain:

ci
δi

−h′i(0)
≥ 1− Ψ′′(H(p∗))

Ψ′(H(p∗))
uf (pf∗).

This is a contradiction since the left-hand side of the above inequality is non-positive, whereas

the right-hand side is strictly positive, as shown above. Therefore, p∗j > 0 for every j, and,

since uf (pf∗) > 0 for every f , we have that p∗ ∈ P . This concludes the proof.

B Proof of Theorem 1

B.1 Proof of Lemma 1

Proof. Let i, j ∈ N with i ̸= j, π ∈ (0, πi), and p ∈ Qi(π). Choose ci > 0 such that

πi(p, ci) = π, and fix some arbitrary ck in (0, pk) for every k ̸= i. By Theorem 4.5 in
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Monderer and Shapley (1996b) applied to the pricing game in which all firms are single-

product firms and the marginal cost vector is (ck)k∈N , we have that

∂2

∂pi∂pj
G(πi(p, ci)) =

∂2

∂pi∂pj
G(πj(p, cj)).

Since this condition must hold for every ci < pi and the right-hand side does not depend on

ci, we obtain
∂3

∂ci∂pi∂pj
G(πi(p, ci)) = 0.

We have:

∂G(πi(p, ci))

∂ci
= −DiG

′(πi),

∂G(πi(p, ci))

∂ci∂pj
= − ∂jDiG

′(πi)−Di(pi − ci)∂jDiG
′′(πi),

= − ∂jDiG
′(πi) (1− ϵ(πi)) ,

∂G(πi(p, ci))

∂ci∂pj∂pi
= − ∂2ijDiG

′(πi) (1− ϵ(πi))

− ∂jDi [Di + (pi − ci)∂iDi] [G
′′(πi)(1− ϵ(πi))−G′(πi)ϵ

′(πi)] ,

= −G′
(
∂2ijDi(1− ϵ)− ∂jDi [Di + (pi − ci)∂iDi]

[
ϵ(1− ϵ)

πi
+ ϵ′

])
,

= −G′
(
∂2ijDi(1− ϵ)− ∂jDi

[
Di + π

∂iDi

Di

] [
ϵ(1− ϵ)

π
+ ϵ′

])
,

which proves the lemma.

B.2 Proof of Lemma 2

To prove Lemma 2, we split it into a series of technical lemmas. The case where ϵ(π) = 1

for every π ∈ (0, π) is trivial: There exists constants of integration A and B such that

G(π) = A+B log π for every π ∈ (0, π). Moreover, B must be strictly positive since G′ > 0.

Next, we turn to the more-involved case where ϵ is not always equal to 1:

Lemma D. Suppose that ϵ(π̂) ̸= 1 and ∂2ijDi(p̂) ̸= 0 for some i, j ∈ N (i ̸= j), π̂ ∈ (0, πi),

and p̂ ∈ Qi(π̂). Then, for almost every p ∈ Qi(π̂), ∂
2
ijDi(p) ̸= 0. Moreover, there exists

λ < 0 such that, for almost every p ∈ Qi(π̂),

Di(p)∂jDi(p)

∂2ijDi(p)
= λ and

∂iDi(p)∂jDi(p)

Di(p)∂2ijDi(p)
=

1

2
,

and for every π ∈ (0, πi),(
λ+

1

2
π

)[
ϵ′(π) +

ϵ(π)(1− ϵ(π))

π

]
= 1− ϵ(π). (14)
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Proof. Since ϵ is continuous, there exists η > 0 such that ϵ(π) ̸= 1 for every π ∈ [π̂−2η, π̂−η].
Using equation (7) with price vector p̂ and profit level π in [π̂ − 2η, π̂ − η], this implies that

ϵ(π)(1− ϵ(π))

π
+ ϵ′(π) ̸= 0 (15)

for every π in that interval.

Let p ∈ Qi(π̂−η) such that ∂jDi(p) ̸= 0 (which, by assumption, holds almost everywhere)

and π ∈ [π̂ − 2η, π̂ − η] \ {−Di(p)
2/∂iDi(p)}. Combining inequality (15) with equation (7)

at price vector p and profit level π, we obtain that ∂2ijDi(p) ̸= 0.

Using the above and rearranging terms in equation (7), we obtain that, for every π ∈
(0, πi) and almost every p ∈ Qi (max(π̂ − η, π)),(

Di(p)∂jDi(p)

∂2ijDi(p)
+ π

∂iDi(p)∂jDi(p)

Di(p)∂2ijDi(p)

)(
ϵ′(π) +

ϵ(π)(1− ϵ(π))

π

)
= 1− ϵ(π). (16)

Combining equation (16) with inequality (15), this implies that

Di(p)∂jDi(p)

∂2ijDi(p)
+ π

∂iDi(p)∂jDi(p)

Di(p)∂2ijDi(p)
=

1− ϵ(π)

ϵ′(π) + ϵ(π)(1−ϵ(π))
π

,

for every π ∈ [π̂− 2η, π̂− η] and almost every p ∈ Qi (π̂ − η). Since the right-hand side does

not depend on p, this implies the existence of two constants, λ ̸= 0 and µ ̸= 0, such that

Di(p)∂jDi(p)

∂2ijDi(p)
= λ and

∂iDi(p)∂jDi(p)

Di(p)∂2ijDi(p)
= µ

for almost every p ∈ Qi (π̂ − η).

Dividing the second equality by the first and using the fact that Di is C1, we obtain that

∂iDi(p)/D
2
i (p) = µ/λ for every p in Qi (π̂ − η). Rewriting, this means that

∂

∂pi

(
1

Di(p)
+
µ

λ
pi

)
= 0 (17)

for every p in Qi (π̂ − η).

Let p̌ in Qi(π̂ − η). Since that set is open, there exists ε > 0 such that B, the open ball

of radius ε centered in p̌, is contained in Qi(π̂− η). Since equation (17) holds everywhere in

B and B is convex, we obtain the existence of a C2 function ϕ(·) such that

1

Di(p)
= −µ

λ
pi + ϕ(p−i)

for every p ∈ B.
Using the above expression for Di, we obtain the partial derivatives

∂jDi = −D2
i ∂jϕ and ∂2ijDi = −2Di(∂iDi)(∂jϕ)
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everywhere on B. Plugging those partial derivatives into the definition of µ yields µ = 1/2.

Since ∂iDi < 0, this implies that λ < 0. Plugging λ and µ into equation (16) then proves

the lemma.

Lemma E. Suppose that, for some i, j ∈ N (i ̸= j) and p̂ ∈ Q, ∂2ijDi(p̂) ̸= 0. Then, there

exists π ∈ (0, πi) such that ϵ(π) = 1.

Proof. Assume for a contradiction that ϵ(π) ̸= 1 for every π ∈ (0, πi). Applying Lemma D to

price vector p̂ and every profit level π̂ ∈ (0, p̂iDi(p̂)), we obtain that ∂2ijDi(p) ̸= 0 for almost

every p in Q. Let p̃ ∈ Q such that ∂i[p̃iDi(p̃)] < 0 (which exists by assumption). Since the

partial derivative is continuous and ∂2ijDi(p) is different from zero almost everywhere, we

can choose p̃ such that ∂2ijDi(p̃) ̸= 0.

Let ci ≡ ∂i[p̃iDi(p̃)]/∂iDi(p̃) and π ≡ πi(p̃, ci), and note that ci ∈ (0, p̃i) so that π > 0

and p̃ ∈ Qi(π). By definition, we have that

Di(p̃) + π
∂iDi(p̃)

Di(p̃)
= 0.

Hence, at price vector p̃ and profit level π, the left-hand side of equation (7) is equal to zero,

whereas the right-hand side is ∂2ijDi(p̃)(1− ϵ(π)) ̸= 0, a contradiction.

Lemma F. Suppose that ϵ(π̂) ̸= 1 for some i ∈ N and π̂ ∈ (0, πi). Then, ∂2ijDi(p) = 0 for

every j ∈ N \ {i} and p ∈ Qi(π̂).

Proof. Assume for a contradiction that, for some p̂ ∈ Qi(π̂) and j ̸= i, ∂2ijDi(p̂) ̸= 0. By

Lemma E, there exists π̃ ∈ (0, πi) such that ϵ(π̃) = 1. Moreover, by Lemma D, we have that,

for every π ∈ (0, πi) \ {−2λ}, ϵ′(π) = F (π, ϵ(π)), where

F (p, η) ≡ (1− η)

(
1

λ+ 1
2
π
− η

π

)
∀(π, η) ∈ ((0, πi) \ {−2λ})× R

and λ is a strictly negative constant.

Assume for a contradiction that π0 ≡ −2λ /∈ (0, πi). Then, F is C1 on (0, πi) × R. By

the Picard-Lindelöf theorem, the initial value problem η′ = F (π, η) with initial condition

η(π̃) = 1 therefore has a unique maximal solution, and this solution is ϵ(·). Note however

that the constant function π ∈ (0, πi) 7→ 1 is trivially a maximal solution to that initial value

problem. It follows that ϵ(π) = 1 for every π, which is a contradiction.

Hence, π0 ∈ (0, πi). Moreover, ϵ(π0) = 1 (see equation (14) in Lemma D). Since ϵ(π) −→
π→π0

ϵ(π0) = 1 and λ+ 1
2
π −→

π→π0

0, there exists θ > 0 such that 1
λ+ 1

2
π
− ϵ(π)

π
< 0 for all π ∈ (π0−θ, π0)

and 1
λ+ 1

2
π
− ϵ(π)

π
> 0 for all π ∈ (π0, π0 + θ).

Assume for a contradiction that ϵ(π) ̸= 1 for every π ∈ (π0 − θ, π0). We distinguish two

cases. Assume first that ϵ(π) > 1 for every π in (π0−θ, π0). Then, ϵ′(π) is strictly positive for
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every π in that interval. Therefore, ϵ(π0) = limπ↑π0 > 1, which is a contradiction. Assume

instead that ϵ(π) < 1 for every π in (π0 − θ, π0). Then, ϵ′(π) < 0 for every such π, and so

ϵ(π0) < 1, which is again a contradiction. Therefore, there exists π1 ∈ (π0 − θ, π0) such that

ϵ(π1) = 1.

Next, assume for a contradiction that ϵ(π) ̸= 1 for every π ∈ (π0, π0 + θ). If ϵ(π) > 1

for every π ∈ (π0, π0 + θ), then ϵ′(π) < 0 for every such π, and so 1 = ϵ(π0) > 1! If instead

ϵ(π) < 1 for every π ∈ (π0, π0 + θ), then ϵ′(π) > 0 for every such π, and so 1 = ϵ(π0) < 1!

Therefore, there exists π2 ∈ (π0, π0 + θ) such that ϵ(π2) = 1.

The restriction of ϵ to (0, π0) solves the initial value problem η′ = F (π, η) with initial

condition η(π1) = 1 on the interval (0, π0). Since F is C1 on (0, π0) × R, that initial value
problem has a unique maximal solution by the Picard-Lindelöf theorem. As the constant

function π ∈ (0, π0) 7→ 1 is trivially a maximal solution, it follows that ϵ(π) = 1 for every

π ∈ (0, π0). The same reasoning implies that ϵ(π) = 1 for every π ∈ (π0, πi). By continuity,

it follows that ϵ(π) = 1 for every π ∈ (0, πi), a contradiction.

Lemma G. Suppose that ϵ(π̂) ̸= 1 for some i ∈ N and π̂ ∈ (0, πi). Then, for every

π ∈ (0, π),

ϵ′(π) = −ϵ(π)(1− ϵ(π))

π
. (18)

Proof. Let j ∈ N \ {i}. By Lemma F, ∂2ijDi(p) = 0 for every p ∈ Qi(π̂). By Lemma 1, this

implies that

∂jDi(p)

[
Di(p) + π

∂iDi(p)

Di(p)

] [
ϵ(π)(1− ϵ(π))

π
+ ϵ′(π)

]
= 0

for every π ∈ (0, πi) and p ∈ Qi (max(π̂, π)). As ∂jDi(p) ̸= 0 almost everywhere and Di is

C1, it follows that [
Di(p) + π

∂iDi(p)

Di(p)

] [
ϵ(π)(1− ϵ(π))

π
+ ϵ′(π)

]
= 0

for every π ∈ (0, πi) and p ∈ Qi (max(π̂, π)). As ϵ is C1 and, for fixed p, the first term of

the product on the left-hand side is different from zero whenever π ̸= −Di(p)
2/∂iDi(p), the

above equation reduces to ϵ′(π) = H(π, ϵ(π)) for every π ∈ (0, πi), where

H : (π, η) ∈ (0, π)× R 7→ −η(1− η)

π
.

Assume for a contradiction that ϵ(π0) = 1 for some π0 ∈ (0, πi). Then, ϵ is a solution

on (0, πi) of the initial value problem η′ = H(π, η) with initial condition ϵ(π0) = 1. As H is

C1, that problem has a unique solution on (0, πi) by the Picard-Lindelöf theorem. Since the

constant function π ∈ (0, πi) 7→ 1 is trivially a solution, it follows that ϵ(π) = 1 for every

π ∈ (0, πi), a contradiction. Therefore, ϵ(π) ̸= 1 for every π ∈ (0, πi). The above argument

can then be repeated for every k ∈ N to show that ϵ(π) ̸= 1 and ϵ′(π) = H(π, ϵ(π)) for every

π ∈ (0, πk).
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Lemma H. Suppose that, for some π̂ ∈ (0, π), ϵ(π̂) ̸= 1. Then, there exist A,B,C ∈ R such

that B ≥ 0, C ̸= 0, and, for every π ∈ (0, π), B + Cπ > 0 and

G(π) = A+B log π + Cπ.

Proof. By Lemma G, ϵ solves the ordinary differential equation (18) on (0, π). Let us re-

express this differential equation in terms of G and its derivatives. As

ϵ′(π) =
πG′′2(π)−G′(π) (πG′′′(π) +G′′(π))

G′2(π)
,

we have that

0 = ϵ′(π) +
ϵ(π)(1− ϵ(π))

π

=
πG′′2(π)−G′(π) (πG′′′(π) +G′′(π))

G′2(π)
− G′′(π)

G′(π)

(
1 + π

G′′(π)

G′(π)

)
= − 1

G′(π)
(πG′′′(π) + 2G′′(π))

= − 1

G′(π)

d2

dπ2
[πG′(π)] .

Hence, there exist B,C ∈ R such that πG′(π) = B +Cπ for every π ∈ (0, π). Dividing by π

and integrating once more yields G(π) = A+B log π + Cπ for some constant of integration

A. The inequalities B ≥ 0, C ̸= 0, and B+Cπ ≥ 0 follow immediately as G must be strictly

increasing and ϵ(π̂) ̸= 1.

B.3 Proof of Lemma 3

Proof. Let f = {i, j} and g = {k, l}, and consider the firm partition F ≡ {f, g,N \ (f ∪ g)}.
For every i′ ∈ N \ (f ∪ g), fix some ci′ ∈ (0, pi′). Let cj ∈ (0, pj) and, if i ̸= j, ci = pi.

Similarly, let cl ∈ (0, pl) and, if k ̸= l, ck = pl. We have thus defined a multiproduct-firm

pricing game. Note that, by construction, πf (p) ∈ (0, πj) and π
g(p) ∈ (0, πl).

By Theorem 4.5 in Monderer and Shapley (1996b),13 we have that

∂2

∂pi∂pk
G
[
πf (p)

]
=

∂2

∂pi∂pk
G [πg(p)] .

13Although Monderer and Shapley stated their theorem for uni-dimensional action sets, it is straightfor-

ward to extend it to multi-dimensional action sets.
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If i ̸= j, then

∂2ikG(π
f ) = ∂2ik

[
B log πf + Cπf

]
= B∂k

Di + (pj − cj)∂iDj

(pj − cj)Dj

+ C
[
∂kDi + (pj − cj)∂

2
ikDj

]
+

= B

[
1

pj − cj
∂k
Di

Dj

+ ∂2ik logDj

]
+ C

[
∂kDi + (pj − cj)∂

2
ikDj

]
.

If instead i = j, then we obtain the same expression:

∂2ikG(π
f ) = B∂2ik logDj + C

[
∂kDj + (pj − cj)∂

2
ikDj

]
= B

[
1

pj − cj
∂k
Di

Dj

+ ∂2ik logDj

]
+ C

[
∂kDi + (pj − cj)∂

2
ikDj

]
.

Similarly, we obtain

∂2ikG(π
g) = B

[
1

pl − cl
∂i
Dk

Dl

+ ∂2ik logDl

]
+ C

[
∂iDk + (pl − cl)∂

2
ikDl

]
.

Plugging those expressions into the above condition on cross-partial derivatives and using

the fact that ∂kDi = ∂iDk yields:

B

[
1

pj − cj
∂k
Di

Dj

+ ∂2ik logDj −
1

pl − cl
∂i
Dk

Dl

− ∂2ik logDl

]
+ C

[
(pj − cj)∂

2
ikDj − (pl − cl)∂

2
ikDl

]
= 0. (19)

Suppose that C ̸= 0. As Condition (19) must hold on an open set of costs cj and cl, we

immediately obtain that ∂2ikDj = 0 and ∂2ikDl = 0 (regardless of whether B ̸= 0).

The above implies that, regardless of whether C ̸= 0, Condition (19) reduces to

B

[
1

pj − cj
∂k
Di

Dj

+ ∂2ik logDj −
1

pl − cl
∂i
Dk

Dl

− ∂2ik logDl

]
= 0.

Suppose that B ̸= 0. As the above condition must hold for an open set of costs cj and cl,

we obtain that ∂k(Di/Dj) = 0, ∂i(Dk/Dl) = 0, and ∂2ik log(Dj/Dl) = 0.

B.4 Proof of Lemma 4

To prove Lemma 4, we split it into two technical lemmas. We begin by integrating the

system of partial differential equations in the second part of Lemma 3:

Lemma I. Suppose that ∂2ikDj(p) = 0 for every i, j, k ∈ N with k ̸= i, j and every p ∈ Q.

Then, the demand system D takes the generalized linear form of equation (3).
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Proof. Fix some j in N . Since ∂k(∂jDj) = 0 for every k ̸= j, we have that ∂jDj is indepen-

dent of p−j. Therefore, there exist functions ϕj and ψj such that Dj(p) = ϕj(pj) + ψj(p−j)

for every p ∈ Q. Next, let i ̸= j. Then, for every k ̸= i, j, ∂2ikψj = ∂2ikDj = 0, implying

that ∂iψj does not depend on p−i,j. Therefore, there exist functions ψi
j and χ such that

ψj(p−j) = ψi
j(pi) + χ(p−i,j) for every p. Repeating this argument for every i, we can rewrite

Dj as

Dj(p) = ϕj(pj) +
∑
i ̸=j

ψi
j(pi)

for every p ∈ Q.

Since, for every i and j with i ̸= j, ∂iDj = ∂jDi, we have that ψ′i
j (pi) = ψ′j

i (pj) for every

p ∈ Q. Hence, there exist scalars αij = αji such that ψ′i
j (pi) = αji and ψ′j

i (pj) = αij for

every pi and pj. It follows that, for some constants of integration (βji)i ̸=j, Dj is given by

Dj(p) = ϕj(pj) +
∑
j ̸=i

(αjipi + βji) .

Setting

h′j(pj) ≡ −ϕj(pj)−
∑
j ̸=i

βji

concludes the proof.

Next, we turn to the system of partial differential equations in the first part of Lemma 3:

Lemma J. Suppose that for every p ∈ Q,

∀(i, j, k) ∈ N 3 with k ̸= i, j, ∂k
Di(p)

Dj(p)
= 0,

∀(i, j) ∈ N 2, ∀(k, l) ∈ (N \ {i, j})2 ∂2ik log
Dj(p)

Dl(p)
= 0.

Then, the demand system D takes the IIA form of equation (2).

Proof. Suppose first that |N | ≥ 3. Then, the result follows from Proposition 1 in Anderson,

Erkal, and Piccinin (2020), the proof of which we replicate here. We have that, for every

p ∈ Q and every i, j, k ∈ N such that k ̸= i, j, ∂k(∂iV (p)/∂jV (p)) = 0. Thus, using

terminology introduced by Goldman and Uzawa (1964), the function−V is strongly separable

with respect to the partition {{n}}n∈N . Moreover, that function is C3 on Q, its level sets

are connected surfaces, and its partial derivatives are strictly positive everywhere on Q.

Theorem 1 in Goldman and Uzawa (1964) then implies that −V takes the form14

−V (p) = −Ψ

(∑
j∈N

hj(pj)

)
.

14Although Goldman and Uzawa stated their results for utility functions defined on the entire non-negative

orthant, it is straightforward to see that their proofs continue to go through for utility functions defined over

a convex subset of that orthant.
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Suppose instead that |N | = 2, and write N = {1, 2}. As ∂212 log(D1/D2) = 0, there exist

functions ϕ1 and ϕ2 such that

log
D1(p)

D2(p)
= ϕ1(p1)− ϕ2(p2)

for every p ∈ Q. Taking exponentials, this implies that

D1(p)

D2(p)
=

eϕ1(p1)

eϕ2(p2)
.

For i = 1, 2, let hi be an anti-derivative of eϕi , so that

∂1V (p)

∂2V (p)
=
h′1(p1)

h′2(p2)
,

which means that there exists a function λ such that

∂1V (p)

h′1(p1)
= λ(p) =

∂2V (p)

h′2(p2)
.

By Lemma 1 in Goldman and Uzawa (1964), there thus exists a function Ψ such that

V (p) = Ψ (h1(p1) + h2(p2)) .

B.5 Proof of Lemma 5

Proof. Suppose first that |N | ≥ 3. Since B ̸= 0, Lemma 4 implies the existence of functions

Ψ and hk such that D takes the IIA form of equation (2). Moreover, since C ̸= 0, Lemma 3

implies that, for every triple of pairwise-distinct products (i, j, k) and every p ∈ Q,

0 = ∂2ikDj(p) = −h′j(pj)h
′
i(pi)h

′
k(pk)︸ ︷︷ ︸

̸=0 since p∈Q

Ψ′′′

(∑
l∈N

hl(pl)

)
.

Hence, Ψ′′′(H) = 0 for every H in the domain of Ψ. Since that domain is an interval, there

exist constants a and b such that Ψ′(H) = a + bH for every H. Moreover, b ̸= 0 since

substitution effects are non-zero almost everywhere.

By Lemma 3, we also have that, for every pair of distinct products (i, j) and p ∈ Q,

0 = ∂2ijDj(p) = −h′′j (pj)h′i(pi)b.

Hence, h′′j (pj) = 0 for every pj in the domain of hj, which is again an interval. It follows

that, for some constants aj and bj ̸= 0, hj(pj) = aj − bjpj for every pj.

Hence, for every j ∈ N and p ∈ N ,

Dj(p) = bj

(
a+ b

∑
k∈N

(ak − bkpk)

)
= bj

(
ã− b

∑
k∈N

bkpk

)
,
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where ã ≡ a+ b
∑

k∈N ak. Since 0 > ∂jDj = −bb2j , the parameter b must be strictly positive.

Setting β ≡ ã/
√
b and γi ≡ bi

√
b then yields equation (4). Since 0 < Di/Dj = γi/γj, all

the γ-parameters must have the same sign, and we adopt the convention that they are all

strictly positive. This implies that the parameter β must also be strictly positive.

B.6 Proof of Lemma 6

We assume throughout this subsection that |N | ≥ 3. (If |N | = 2, there is nothing to prove.)

We introduce new notation. For every j ∈ N , let Π−j ≡ supp∈Q p−j ·D−j(p), and note that

Π = maxk∈N Π−k. For every π ∈ (0,Π−j), define the open set

Q−j(π) ≡ {p ∈ Q : p−j ·D−j(p) > π}.

Finally, for every p ∈ Q and c ∈
∏

k∈N (0, pk), let π−j(p, c) ≡ (p−j − c−j) · D−j(p) denote

the profit of a hypothetical multiproduct firm owning all the products but product j. Ob-

serve that, for every π ∈ (0,Π−j) and p ∈ Q−j(π), there exists c ∈
∏

k∈N (0, pk) such that

π−j(p, c) = π.

We begin by proving two technical lemmas, which will be useful to prove Lemma 6:

Lemma K. Let j ∈ N and π̂ ∈ (0,Π−j). Suppose that ∂π−j(p, c)/∂pi = 0 for every

i ∈ N \{j}, and every p ∈ Q−j(π̂) and c ∈
∏

k∈N (0, pk) such that π−j(p, c) = π̂. Then, there

exist an open and convex set O ⊆ Q−j(π̂), a function hj(·), and scalars γi > 0 (i ̸= j) and

β such that for every p ∈ O and i ∈ N \ {j},

Di(p) =
γi

β + 1
π̂

[∑
i ̸=j γipi − hj(pj)

] . (20)

Moreover, B ̸= 0 and C = 0 in equation (8).

Proof. Let p̂ ∈ Q−j(π̂). Choose ε > 0 sufficiently small so that O, the open ball centered in

p̂ and of radius ε, is contained in Q−j(π̂).

As a first step, we show that ∂i(Di(p)/Dk(p)) = 0 for every i, k ̸= j and p ∈ O. Let

p ∈ O and c ∈
∏

l∈N (0, pl) such that π−j(p, c) = π̂. Fix some i, k ∈ N \ {j} with i ̸= k. For

every δ > 0, define the marginal cost vector c(δ) as follows: For every l ∈ N ,

cl(δ) ≡


cl + δ if l = i,

cl − δ Di(p)
Dk(p)

if l = k,

cl otherwise.
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Clearly, for δ sufficiently small, c(δ) ∈
∏

l∈N (0, pl) and π−j(p, c(δ)) = π̂. It follows that, for

every such δ,

0 =
∂π−j(p, c(δ))

∂pi
= Di(p) +

∑
l ̸=j

(pl − cl(δ))∂iDl(p)

= Di(p) +
∑
l ̸=j

(pl − cl)∂iDl(p)︸ ︷︷ ︸
=0

+

[
−∂iDi(p) +

Di(p)

Dk(p)
∂iDk(p)

]
δ

= −δDk(p)∂i
Di(p)

Dk(p)
.

Hence, ∂i(Di(p)/Dk(p)) = 0.

Suppose that B ̸= 0 in equation (8), so that, by Lemma 4, there exist functions Ψ and

(hi)i∈N such that D takes the IIA form of equation (2). As, for every p ∈ O and every

i, k ∈ N \ {j} such that i ̸= k,

0 = ∂i
Di(p)

Dk(p)
=
h′′i (pi)

h′k(pk)
,

the function h′i(·) is constant on the projection of O onto the i-th dimension. Put γi ≡
−h′i(pi) ̸= 0. We then have that, for some constant of integration αi, hi(pi) = αi − γipi for

every p ∈ O. Let h̃j(pj) ≡
∑

i ̸=j αi + hj(pj).

We have thus shown that, for every p ∈ O and c ∈
∏

l∈N (0, pl),

π−j(p, c) =


∑
i ̸=j

piγi︸ ︷︷ ︸
≡P (p)

−
∑
i ̸=j

ciγi︸ ︷︷ ︸
≡C(c)

Ψ′

(
h̃j(pj)−

∑
i ̸=j

γipi

)
.

Suppose that c is such that π−j(p, c) = π̂, or, equivalently,

(P (p)− C(c))Ψ′
(
h̃j(pj)− P (p)

)
= π̂.

Then, for i ̸= j

0 =
∂π−j(p, c)

∂pi
= γiΨ

′
(
h̃j(pj)− P (p)

)
− (P (p)− C(c)) γiΨ

′′
(
h̃j(pj)− P (p)

)
.

It follows that
Ψ′′
(
h̃j(pj)− P (p)

)
Ψ′
(
h̃j(pj)− P (p)

)2 =
1

π̂
.
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This means that, for every H in the non-empty interval

(H,H) ≡
(
inf
p∈O

hj(pj)− P (p), sup
p∈O

hj(pj)− P (p)

)
,

Ψ satisfies Ψ′′(H)/Ψ′(H)2 = 1/π̂. Integrating this differential equation, we obtain that

Ψ′(H) =
1

β − H
π̂

for some constant of integration β. Hence, for every i ̸= j, Di takes the form announced in

the statement of the lemma. Moreover, since γi/γk = Di/Dk > 0, all the γ-coefficients must

have the same sign. We adopt the convention that they are strictly positive.

Next, assume for a contradiction that C ̸= 0 in equation (8), so that, by Lemma 4, there

exist functions (hi)i∈N and scalars (αik)i,k∈N
i ̸=k

such that αik = αki for every i and k, and D

takes the generalized linear form of equation (3). For every p ∈ O and every i, k ∈ N \ {j}
such that i ̸= k, we have:

0 = ∂i
Di(p)

Dk(p)
=

−h′′i (pi)Dk(p)− αikDi(p)

Dk(p)2
.

Thus,
Di(p)

Dk(p)
= −h

′′
i (pi)

αik

,

and, since the left-hand side does not depend on pi, h
′′
i must be constant on the projection

of O onto the i-th dimension. Thus, for some constants γ and β̃, h′i(pi) = −β̃ − γpi.

For every k ∈ N , let γk = αik if k ̸= i, and γk = γ if k = i. The above analysis implies

that, for every k ∈ N \ {j},

Dk(p) =
γk
γi
Di(p) =

γk
γ

(
β̃ +

∑
l∈N

γlpl

)
= γk

π̂

γ

(
β +

1

π̂

∑
l∈N

γlpl

)
,

with β ≡ β̃/π̂. Thus, Dk takes the form

Dk(p) = γkΨ
′

(
h̃j(pj)−

∑
l ̸=j

γlpl

)
,

where h̃j(pj) ≡ −γjpj and Ψ′(H) = π̂
γ

(
β − H

π̂

)
. Yet, the analysis for the case where B ̸= 0

in equation (8) implies that Ψ must then satisfy Ψ′′/(Ψ′)2 = 1/π̂ on an open set, which it

clearly does not. We have thus obtained a contradiction.

Lemma L. Let j ∈ N and π ∈ (0,Π−j). Suppose that, for some i ∈ N \ {j}, p̂ ∈ Q−j(π̂),

and ĉ ∈
∏

k∈N (0, p̂k), we have that π−j(p̂, ĉ) = π̂ and ∂π−j(p̂, ĉ)/∂pi ̸= 0. Then, there

exist p̃ ∈ Q−j(π̂) and c̃ ∈
∏

k∈N (0, p̃k) such that π−j(p̃, c̃) = π̂, ∂π−j(p̃, c̃)/∂pi ̸= 0, and

∂π−j(p̃, c̃)/∂pj ̸= 0.
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Proof. We begin by establishing the existence of an open set O ⊆ Q−j(π) such that for every

p ∈ O, there exists c(p) ∈
∏

k∈N (0, pk) such that π−j(p, c(p)) = π̂ and ∂π−j(p, c(p))/∂pi ̸= 0.

For every p ∈ Q−j(π̂), define the marginal cost vector c(p) as follows: For every k ∈ N , ck(p)

is equal to ĉk if k ̸= i, and to

pi +
1

Di(p)

(∑
l ̸=i,j

(pl − cl)Dl(p)− π̂

)
if k = i. Clearly, c(·) is continuous and c(p) ∈

∏
k∈N (0, pk) for every p in some open

neighborhood O′ of p̂. By construction, π−j(p, c(p)) = π̂ for every p ∈ O′. Moreover, since

the partial derivative ∂iπ−j is continuous, there exists an open neighborhood O ⊆ O′ of p̂

such that ∂iπ−j(p, c(p)) ̸= 0 for every p ∈ O.

Suppose that B ̸= 0 in equation (8), so that, by Lemma 4, the demand system takes the

IIA form of equation (2). Since substitution effects are non-zero almost everywhere, there

exists a p ∈ O such that ∂jDi(p) ̸= 0. For every k ∈ N \ {j}, we have:

∂jDk(p) = −h′j(pj)h′k(pk)Ψ′′

(∑
l∈N

hl(pl)

)
=
h′k(pk)

h′i(pi)
∂jDi(p) =

Dk(p)

Di(p)
∂jDi(p).

It follows that the partial derivatives ∂jDk(p) (k ̸= j) all have the same sign. Since pk −
ck(p) > 0 for every k, this implies that

∂jπ−j(p, c(p)) =
∑
k ̸=j

(pk − ck(p))∂jDk(p)

is different from zero.

Next, suppose that C ̸= 0 in equation (8), so that, by Lemma 4, the demand system

takes the generalized linear form of equation (3). Assume for a contradiction that for every

p ∈ O and c ∈
∏

k∈N (0, pk), ∂jπ−j(p, c) = 0 whenever π−j(p, c) = π̂ and ∂iπ−j(p, c) ̸= 0. Let

p ∈ O and k ̸= i in N \{j}. For every δ > 0, consider the marginal cost vector c̃(δ), obtained

by adding δ to the i-th component of vector c(p) and subtracting δDi(p)/Dk(p) from the

k-th component. Clearly, π−j(p, c̃(δ)) = π̂ and, by continuity of ∂iπ−j, ∂iπ−j(p, c̃(δ)) ̸= 0 for

δ sufficiently small. Hence,

0 = ∂jπ−j(p, c̃(δ)) = ∂jπ−j(p, c(p))︸ ︷︷ ︸
=0

+δ

(
−∂jDi(p) +

Di(p)

Dk(p)
∂jDk(p)

)
.

It follows that, for every p ∈ O and k ∈ N \ {i, j},

0 <
Dk(p)

Di(p)
=
∂jDk(p)

∂jDi(p)
=
αjk

αji

,

so that all the partial derivatives ∂jDk(p) = αjk (k ̸= j) have the same sign. The reasoning

in the previous paragraph then implies that ∂jπ−j(p, c(p)) ̸= 0, which is a contradiction.
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We can now prove Lemma 6:

Proof. By Lemma 2, there exist A, B, and C such that B+Cπ > 0 and G(π) = A+B log π+

Cπ for every π ∈ (0, π). Let G̃(π) ≡ A + B log π + C for every π ∈ (0,Π). Our goal is to

show that G(π) = G̃(π) and B + cπ > 0 for every π ∈ (0,Π). Note that, once the former

will have been proven, the latter will follow immediately as G must be increasing. Assume

that Π > π (otherwise, there is nothing to prove).

Assume for a contradiction that G′(π′) ̸= G̃′(π′) for some π′ ∈ (π,Π), and define

π̂ ≡ inf{π > π : G′(π) ̸= G̃′(π)}.

By continuity, G′(π̂) = G′(π̂). Let j ∈ N such that Π−j > π̂.

Assume first that the assumptions of Lemma L are satisfied for profit level π̂. Then, there

exist i ∈ N \ {j}, p̃ ∈ Q−j(π̂), and c̃ ∈
∏

k∈N (0, p̃k) such that π−j(p̃, c̃) = π̂, ∂iπ−j(p̃, c̃) ̸= 0,

and ∂jπ−j(p̃, c̃) ̸= 0. For every π ∈ (0,Π), define the marginal cost vector c(π) as follows:

ck(π) is equal to c̃k if k ̸= i, and to

p̃i +
1

Di(p̃)

(∑
l ̸=i,j

(p̃l − cl)Dl(p̃)− π

)

if k = i. By construction, π−j(p̃, c(π)) = π and c(π) ∈
∏

k∈N (0, p̃k) for π close enough to π̂,

say, for π ∈ (π̂ − η′, π̂ + η′) with η′ > 0. Moreover, by continuity of the partial derivatives

∂iπ−j and ∂jπ−j, there exists η ∈ (0, η′) such that ∂iπ−j(p̃, c(π)) and ∂jπ−j(p̃, c(π)) are both

different from zero whenever π ∈ (π̂ − η, π̂ + η).

For every π ∈ (π̂−η, π̂+η), consider the pricing game with marginal cost vector c(π) and

firm partition F = {f, g}, where f = N \ {j} and g = {j}. By Theorem 4.5 in Monderer

and Shapley (1996b), we have that

∂2

∂pi∂pj
G [π−j(p̃, c(π))] =

∂2

∂pi∂pj
G [πj(p̃, cj(π))] =

∂2

∂pi∂pj
G̃ [πj(p̃, cj(π))] ,

where the second equality follows as πj(p̃, cj(π)) < π. As

∂2

∂pi∂pj
G [π−j(p̃, c(π))] = ∂iπ−j(p̃, c(π))∂jπ−j(p̃, c(π))G

′′(π) + ∂2ijπ−j(p̃, c(π))G
′(π),

this implies that G′ solves the initial value problem

G′′(π) =
1

∂iπ−j(p̃, c(π))∂jπ−j(p̃, c(π))G′′(π)

[
∂2ijG̃ [πj(p̃, cj(π))]− ∂2ijπ−j(p̃, c(π))G

′(π)
]

on the interval (π̂ − η, π̂ + η) with initial condition G(π̂) = G̃(π). As the right-hand side of

the differential equation is C1 in (π,G), the Picard-Lindelöf theorem implies that that initial

37



value problem has a unique solution. Since G̃ clearly solves the initial value problem (see

the potential functions defined at the end of Section 3.1), it follows that G and G̃ coincide

on (π̂ − η, π̂ + η), contradicting the definition of π̂.

Assume instead that the assumptions of Lemma L are not satisfied for profit level π̂, so

that, by Lemma K, B ̸= 0 and C = 0, and the demand system is as in equation (20) on an

open set O ⊆ Q−j(π̂). As C = 0, we have that ϵ, the curvature of G, is identically equal

to 1 on (0, π). Moreover, ϵ(π̂) = 1 by continuity. Let p̃ ∈ O and c̃ ∈
∏

k∈N (0, p̃k) such that

π−j(p̃, c̃) = π̂ and ∂jDi(p̃) ̸= 0 for some i ̸= j (recall that substitution effects are non-zero

almost everywhere). For some small enough η > 0 and every π ∈ (π̂ − η, π̂ + η), define c(π)

as we did in the first part of the proof.

Applying again Theorem 4.5 in Monderer and Shapley (1996b) to the pricing game with

marginal cost vector c(π) and firm partition F = {f, g}, where f = N \ {j} and g = {j},
and differentiating once more with respect to ci, we obtain:

∂2

∂pi∂pj∂ci
G [π−j(p̃, c(π))] = 0.

Before computing the above partial derivative, it is useful to obtain simplified expressions

for ∂jπ−j(p, c) and ∂iπ−j(p, c). Let Ψ′(H) = 1/(β − H/π̂), and note that Ψ′′/(Ψ′)2 = 1/π̂.

We have:

∂jπ−j(p, c) =

(∑
k ̸=j

(pk − ck)γk

)
∂jΨ

′


≡H︷ ︸︸ ︷

hj(pj)−
∑
k ̸=j

γkpk


=

(∑
k ̸=j

(pk − ck)γkΨ
′(H)

)
h′j(pj)

Ψ′′(H)

Ψ′(H)

= π−j(p, c)
h′j(pj)γiΨ

′′(H)

γiΨ′(H)

= π−j(p, c)
∂jDi(p)

Di(p)
,

∂iπ−j(p, c) = γiΨ
′(H)−

(∑
k ̸=j

(pk − ck)γk

)
γiΨ

′′(H)

= Di(p)−

(∑
k ̸=j

(pk − ck)γk

)
Ψ′(H)γiΨ

′(H)
Ψ′′(H)

Ψ′(H)2

= Di(p)

[
1− π−j(p, c)

π̂

]
.
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It follows that

∂G [π−j(p̃, c(π))]

∂ci
= −Di(p̃)G

′(π),

∂2G [π−j(p̃, c(π))]

∂ci∂pj
= −∂jDi(p̃)G

′(π)−Di(p̃)∂jπ−j(p̃, c(π))G
′′(π)

= −∂jDi(p̃) [G
′(π) + πG′′(π)] = −∂jDi(p̃) [1− ϵ(π)] ,

∂G [π−j(p̃, c(π))]

∂ci∂pj∂pi
= −∂2ijDi(p̃) [1− ϵ(π)] + ∂jDi(p̃)∂iπ−j(p̃, c(π))ϵ

′(π)

= −∂2ijDi(p̃) [1− ϵ(π)] +Di(p̃)∂jDi(p̃)
[
1− π

π̂

]
ϵ′(π).

Hence, ϵ solves the differential equation

ϵ′(π) =
∂2ijDi(p̃)

Di(p̃)∂jDi(p̃)
π̂
1− ϵ(π)

π̂ − π
(21)

on the interval (π̂, π̂ + η). Moreover, ϵ must satisfy the boundary condition limπ↓π̂ ϵ(π) = 1.

Note that
∂2ijDi(p)

∂jDi(p)
=

−γ2i h′j(pj)Ψ′′′(H)

γih′j(pj)Ψ
′′(H)

= − 2

π̂
Di(p) < 0.

Assume for a contradiction that ϵ(π) ̸= 1 for every π ∈ (π̂, π̂+η). If ϵ(π) > 1 everywhere

on that interval, then ϵ′(π) < 0 for every π ∈ (π̂, π̂ + η), which implies that limπ↓π̂ ϵ(π) > 1,

violating the boundary condition. If instead ϵ < 1, then ϵ′(π) > 0 for every π ∈ (π̂, π̂ + η),

which implies that limπ↓π̂ ϵ(π) < 1, violating again the boundary condition.

Hence, there exists a π0 ∈ (π̂, π̂ + η) such that ϵ(π0) = 1. This means that ϵ solves

the differential equation (21) with initial condition ϵ(π0) = 1 on the interval (π̂, π̂ + η).

As the right-hand side of the differential equation is C1 in (π, ϵ), this initial value problem

has a unique solution. Since the constant function π 7→ 1 is trivially a solution, it follows

that ϵ(π) = 1 for every π ∈ (π̂, π̂ + η). Hence, there exist constants A′ and B′ such that

G(π) = A′ + B′ log π for every π ∈ (π̂, π̂ + η). Since G must be C1 on (π̂ − η, π̂ + η) and

G(π) = A + B log π for every π ∈ (π̂ − η, π̂), it follows that A′ = A and B′ = B. Hence, G

and G̃ coincide on (0, π̂ + η), a contradiction.

C Proof of Proposition 2

TBW

D Proof of Proposition 3

TBW
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