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Abstract

In healthcare systems across the world, limited capacity implies that patients must wait to
access surgical care. To evaluate the efficiency and equity consequences of rationing care via
queues, however, requires comprehensive measurement of the length of these waits for multiple
treatments, patient types, and insurance generosities. We employ machine learning models
trained on a large claims dataset of U.S. patients with employer-sponsored insurance to measure
wait times as the delay between (a) the moment our models can confidently classify a patient
as in need of surgery and (b) the day of the surgery. We use this novel measure to study the
distribution of wait times for roughly one million patients across many common surgeries. We
find that men wait less than women, while older patients and patients with comorbidities wait
longer, suggestive of potential medical inefficiencies. Similarly, we show that health insurance
design affects surgical wait times in ways that may not coincide with the value of care. Using
an instrument based on weekly congestion in patients insurance plan, we find that delays have
adverse effects on recovery across a breadth of medical outcomes. Patients who wait a month
more are 3.1% more likely to be readmitted in a hospital, spend 5.9% more, and are prescribed
6.6% more opioids in the six months following a surgery. Combining this empirical design
with recent machine learning tools to recover heterogeneous effects, we quantify the medical
allocative efficiency of surgical wait-lists. Applying our estimates to a subset of the surgeries
that patients undergo, we find that reassigning patient priorities in the queue could substantially
reduce hospital spending.
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1 Introduction

In the face of limited health care resources, waiting time often serves as a rationing mechanism
in health systems across the world (Lindsay and Feigenbaum, 1984; Cullis et al., 2000; Siciliani
et al., 2014). The ubiquity of wait times in healthcare delivery makes assessing their efficiency and
equity consequences central to health policy discussions (Siciliani et al., 2013). However, evaluating
empirically the costs and benefits of waiting for care is challenging because consistent measures of
surgical wait times are difficult to observe. Few datasets contain information on surgical wait times;
when wait times are recorded, their measurement typically relies on administrative markers that
are difficult to compare across systems and may capture only a portion of the patient’s total wait,
such as hospital wait lists (Siciliani et al., 2013; Viberg et al., 2013).1

This paper makes four main contributions. First, we bypass the difficulty of collecting consistent
wait times data from administrative sources by developing a novel approach to measuring surgical
wait times from insurance claims data alone. Second, we implement this measure in one of the
largest datasets of U.S. employer-sponsored insurance claims – a context where wait times infor-
mation is rarely observed – and provide novel evidence on the distribution of surgical wait times
for about a million patients across multiple common surgeries. Third, we propose a congestion-
based instrumental variable design to evaluate the causal impact of surgical wait times on medical
outcomes capturing multiple aspects of patient well-being and recovery post-surgery. Finally, by
combining our measure and design with machine learning methods for the estimation of heteroge-
neous effects (Chernozhukov et al., 2018a; Syrgkanis et al., 2019; Athey et al., 2019), we quantify
medical misallocation in surgical wait times, that is the extent to which less at-risk patients manage
to access care faster.

The wait time measure we introduce consists in training machine learning models on patient medical
histories and computing the delay between (a) the moment our models can classify a patient as
surgical with high probability and (b) the day of the surgery itself. Intuitively, our approach can
be thought of as learning medical events that are predictive of a given surgery and then using
these markers to trigger wait times. A first benefit of this approach is that it does not require
pre-specifying medical markers, which would necessitate time and extensive medical knowledge to
scale to multiple surgeries. Second, we show that this measure performs well not only on surgeries
for which a unique predictive medical marker exists but also on surgeries announced by a more
complex combination of drugs, diagnoses, and procedures. Finally, this measure can be computed
whenever insurance claims are available, allowing the study of wait times in contexts where they
are typically not observed, such as private insurance markets, and the implementation of wait time
comparisons across systems or countries.

We show that our proposed measure exhibits good medical properties. First, the trained machine

1 As noted in Viberg et al. (2013), some OECD countries measure wait times starting from referrals—hence referral to
treatment—while others instead start from patients’ entry in hospital wait lists—inpatient wait time. Other countries,
such as France or the United States, do not collect systematic data on wait times.
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learning models achieve high classification performance and successfully identify relevant medical
events predictive of each surgery. Second, our approach produces wait times that rank surgeries
according to medical intuition. Urgent surgeries, such as cholecystectomy, coronary bypass, and
inguinal hernia repair, have median wait times below a month, while elective surgeries, such as hip
and knee replacements, have median wait times well above 6 months.2 We show that surgical wait
times typically involve multiple visits with different provider types, from primary care providers
to specialists to surgeons. We also find that within surgery, there is a lot of heterogeneity in wait
times: patients in the third quartile of wait times often wait five times longer than patients in the
first quartile.

We investigate how patient demographics and health status explain this heterogeneity in wait
times. Men wait on average 21 fewer days than women (11% standard deviation); this gap is
mainly driven by elective surgeries such as cataracts and joint replacements. We also find that
older patients and patients with chronic health conditions tend to wait longer, possibly reflecting
the fact that these patients go through more preparatory tests before proceeding to surgery. These
systematic differences foreshadow inefficiencies in wait times allocation if at-risk patients, such as
those with chronic conditions, are not prioritized.

We also study the influence of health insurance design on surgical wait times. Our data provides
categories for insurance plans based on the restrictiveness in access for out-of-network services,
ranging from restrictive managed-care plans such as Health Maintenance Organizations (HMO) to
more flexible plan types such as Premium Provider Organizations (PPO) and high-deductible plans.
Rich data on claims payments also allows us to construct a measure of plans’ average out-of-pocket
share-the fraction of fees for services covered by patients. We find that patients enrolled in HMOs
tend to wait longer than patients in more flexible plans, about a week more on average. This effect
is mainly driven by elective surgeries. We also find patients enrolled in plans with higher out-of-
pocket share tend to wait less. This could be due to price-sensitive patients cutting on services and
thus proceeding to surgery faster or to other unobserved features of plan networks correlated with
lower generosity. These results indicate that cost-sharing and network restrictions, two common
cost-cutting approaches insurers use, could have opposing effects on surgical wait times.

Having computed this wait times measure, we turn to the central question of the impact of delays
in access to surgical care on recovery and health outcomes post-surgery. Addressing the selection
of unobservables—-stemming, for instance, from positive prioritization, whereby doctors fast-track
more at-risk patients to prevent adverse outcomes—is a crucial challenge. We propose a congestion-
based instrumental variable design and leverage variation within the insurance network across weeks
in the waiting time associated with seeing specific provider types. This variation is due to demand
and supply shocks in a patient-provider network and is, therefore, plausibly unrelated to unobserved
drivers of health outcomes. We then use this variation to estimate the impact of wait times on
multiple outcomes measured in the 6 months following the surgery, some previously associated with

2 See appendix A for a detailed description of surgeries included in our sample.
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delays, such as hospital readmissions, but also new outcomes, such as opioids and addictive drugs
prescriptions, which shed light on the pain and decrease in quality of life associated with a worse
recovery. On average, we find that wait times have moderate adverse effects on health outcomes:
an increase in wait times of one month is associated with a 3% increase in hospital readmission,
a 6% increase in hospital spending, and a 6.6% increase in opioid prescriptions. These effects are
primarily driven by severe and urgent surgeries such as coronary bypass, inguinal hernia repair, and
cholecystectomy. In contrast, for surgeries with longer median wait times, such as hip replacement,
hysterectomy, and mastectomy, we find no discernible adverse effect on hospital-based outcomes.
We also find that these effects persist over time, and we can still detect the adverse effects of wait
times on readmission and opioids six months after the surgery took place. These adverse effects
highlight the presence of medical costs when rationing access to care via wait times, and should be
taken into account when comparing wait times to alternative rationing mechanisms such as prices.

Wait times for surgical care involve patients of different demographic backgrounds and varying
degrees of severity of prior health conditions; as such, we anticipate these average effects to mask
vast heterogeneity. We use recent advances in machine learning estimation of heterogeneous effects
–specifically generalized random forests (Athey et al., 2019)– to investigate how adverse effects of
wait times on hospital spending vary as a function of the high-dimensional patient health trajectory
in the two years before surgery. We recover marginal effects by comparing patients with similar
health trajectories but different wait times due to exogenous variation in congestion and allow these
marginal effects to be functions of patient health trajectory. We propose a new calibration score
suited to applications with instrumental variables to validate our heterogeneous effects models.
This score compares out-of-sample the average predicted heterogeneous effects in each decile from
least to most impacted patients to a double machine learning instrumental variable estimator of
average effects from Syrgkanis et al. (2019) in each of these deciles. With this metric, we can
credibly assess the out-of-sample validity of the marginal effects we estimate; that is, we can assert
whether a new patient with a given health trajectory should be given priority to access surgery.

We find substantial heterogeneity in the adverse effects of wait times on hospital spending for 3
surgeries: coronary bypass, colectomy, and knee replacement. For coronary bypass, for instance,
patients in the most impacted decile have adverse effects more than 6 times larger than the median
marginal effect. These at-risk patients exhibit a worse general health status: they have higher rates
of chronic conditions such as diabetes, tend to visit inpatient facilities and emergency rooms more
often, take more drugs, and receive more tests. Similar profiles emerge for colectomy and knee
replacement, where age is an additional aggravating factor. Finally, we show that the estimated
marginal effects do not exhibit a strong negative correlation with measured wait times. This implies
that more at-risk patients frequently wait longer than patients for whom wait times have little to
no adverse effects. Our results, therefore, suggest that wait time allocation is inefficient for this
subset of surgeries and that improving wait time targeting could generate large gains.

We implement a series of counterfactual simulations to quantify the gains from optimizing surgical
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wait lists. First, we estimate an auxiliary machine learning model of hospital spending, which
can be combined with our marginal effects models to recover what spending would have been had
a patient received the same health services but had waited longer to access surgery. Second, we
reallocate wait times across patients to minimize the implied counterfactual hospital spending,
holding the aggregate wait times fixed. We interpret this constraint as a way to represent a policy
reorganizing existing queues without requiring healthcare providers to expand their capacity. We
find that the reductions in hospital spending in the 6 months post-surgery implied by the optimal
wait time allocation are large for the 3 surgeries considered: 49% for coronary bypass, 75% for knee
replacement, and 26% for colectomy. Beyond these hospital spending reductions, our estimate of
the adverse effect of wait times on opioid prescriptions also suggests that gains in patient quality
of life could be large.

Policy Implications. Our simulation exercises uncover large discrepancies between the optimal
wait times allocation and the one observed in the data in terms of implied hospital spending.
However, wait times for surgical care involve multiple doctors and provider types with varying
scheduling constraints. The absence of a centralized assignment system may limit how much re-
allocation can be achieved. In addition, patients themselves may generate additional wait time
by postponing the scheduling of an appointment or canceling it altogether. As such, we do not
interpret our optimal benchmark as a feasible policy target; instead, we use it to illustrate the
spending and patient health gains that could result from prioritization rules informed by causal
models trained on large-scale insurance claims data such as ours. In theory, prioritization improves
welfare by reducing the deadweight loss from waiting times (Gravelle and Siciliani, 2008, 2009).
In practice, however, designing prioritization rules that improve patient health outcomes can be
challenging. Prioritization in surgical wait lists has been implemented in multiple contexts, includ-
ing New Zealand, Canada, and Norway (see Siciliani et al. (2013) for a review). Common features
across these applications include (1) centralized healthcare systems and (2) simple targeting rules,
such as surgery-specific wait time guarantees, as in Denmark and Italy.3 In contrast, this paper
shows that there could be large gains to leveraging information from patient medical history to
reorganize wait lists, not only across but also within surgeries. While the complete heterogeneous
effects models rely on high-dimensional patient characteristics, we show that simpler targeting rules
based only on average marginal effect by gender, age, and a commonly used index for chronic con-
ditions severity could achieve as much as 63% of the hospital spending gains realized in the optimal
allocation in the case of coronary bypass.

Related Literature. This paper contributes to several strands of literature. First, our paper
belongs to a growing literature using machine learning tools to inform health policy, be it to predict

3 Alternative prioritization strategies are implemented in Canada and Australia, where priority scores for joint replacement are
assigned based on a doctor’s assessment of the severity of a patient’s condition.
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health outcomes (Einav et al., 2018), provide benchmarks for physicians’ skills (Mullainathan and
Obermeyer, 2022), or investigate avenues for improving agents’ decisions or physicians performance
(Gruber et al., 2020; Agarwal et al., 2023). More closely related to this paper, Einav et al. (2022)
use a tree-based model to construct a patient health index and measure the value-added of nursing
homes. In our paper, we also summarize high-dimensional patient medical trajectory as a scalar
–the probability of receiving the surgery– but focus on the evolution of this probability over time
to construct our wait times measure.

Second, we contribute to the literature investigating the impact of surgical care wait times on
health outcomes. Several papers from the medical literature studied the consequences of delays for
coronary bypass (Sobolev et al., 2006; Sobolev and Fradet, 2008; Moscelli et al., 2016), cataract
(Hodge et al., 2007) and joint replacement (Nikolova et al., 2016). These papers tend to focus
on a single surgery at a time, involve relatively small samples, and do not account for patient
selection, except for Moscelli et al. (2016), which also uses an instrumental variable approach based
on hospital congestion. We expand on this prior research by considering multiple surgeries and new
outcomes, and by estimating heterogeneous adverse effects of wait times.

Third, our research contributes to the analysis of the efficiency of the use of healthcare resources.
Two recent examples related to our paper are Chan and Gruber (2020) who find that patients
admitted to emergency departments are not systematically prioritized based on medical need, and
Agarwal et al. (2019) who show that some matches between kidneys and patients are inefficiently lost
due to the decentralized aspect of the process and inadequate incentives for hospitals to participate
in the kidney exchange. We study misallocation in a different context: wait times for surgical care.
This setting is also decentralized, and wait times add up to weeks or months. The type of care we
consider could lead to multiple complications. These factors together likely contribute to the large
inefficiencies we measure.

Overview. Section 2 describes the insurance claims data and the sample of surgeries used in the
analysis. Section 3 presents our proposed measure of wait times and the methodology to compute
it. Section 4 investigates heterogeneity in wait times across patient demographics and insurance
plan designs. Section 5 studies the adverse consequences of wait times on health outcomes and
quantifies the extent of misallocation in surgical wait times. Section 6 concludes.
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2 Data Description

This section presents the insurance claims dataset used in this paper and describes the sample of
surgeries and patients included in the analysis. We highlight the variables of interest in the dataset,
and in particular describe the characteristics of insurance plans that are later used to evaluate the
influence of insurance design on wait times. Finally, this section provides descriptive statistics on
patients demographics and health care consumption by surgery.

Marketscan. This paper uses the Commercial Claims and Encounters Database from Marketscan
for the years 2005 to 2013.4 The dataset contains millions of commercially insured individuals, their
spouses, and their dependents. Claims are shared by contributors which can either be large em-
ployers or health plans. In most of the analysis, we focus on claims from employers to more credibly
interpret restrictions at the contributor – plan type as restrictions stemming from geographically
well-defined network that can therefore impact patients’ access to care. Observations are at the
encounter level, and record the inpatient and outpatient medical services in addition to purchases
of pharmaceutical drugs. Multiple services can take place for a given patient on a given date; we
define a visit as patient – date pair and in most of our analysis collapse services at the visit level.
To construct medical trajectories, we rely on data from three different tables linked using patient
identifiers: Inpatient Services, Outpatient Services, and Outpatient Drug Claims. The two services
tables provide detailed information on medical encounters, including diagnoses coded in the Interna-
tional Classification of Diseases, Ninth Revision, Clinical Modification (ICD-9-CM), and procedures
coded either in ICD-9-CM or Current Procedural Terminology (CPT-4) systems.5 In addition, the
data includes information on the type of doctor and medical facility corresponding to the encounter.
The outpatient drug claims table provides the generic of the drug, and the purchase date that can
be used to link a drug claim to a previous in- or outpatient encounter.6 We also observe payments
corresponding to the claim, broken down into deductible, copayments, and coinsurance paid by the
patient, and net payments the patient’s plan incurs. In addition, Marketscan distinguishes among
several types of insurance plans patients can be enrolled in. Appendix table A3 reports the de-
tailed criteria used by Marketscan to construct this classification, by we provide an overview below.
The most common plan types are the following: Premium Provider Organizations (PPO), a
form of insurance characterized by incentives for patients to use certain providers. However, PPO
are still flexible in that they cover out-of-network services. Point of Service (POS) plans are
a form of managed care that allows patients to seek out-of-network services, but may require a
referral from an assigned primary care provider (PCP) –sometimes referred to as gatekeeper– to do

4 The data is accessed through the National Bureau of Economic Research
5 ICD-9-CM is based on the World Health Organization’s Ninth Revision, International Classification of Diseases (ICD-9) and

is the official system of assigning codes to diagnoses and procedures associated with hospital utilization in the United States.
It comprises 3, 824 procedure codes and 14, 025 diagnoses codes. CPT-4 are distributed by the American Medical Association.
There are more than 10, 000 codes.

6 We link drug claims to all in- or outpatient visits that took place in the 15 days preceding the drug purchase. Unmatched
drug claims are dropped.
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so. Health Maintenance Organizations (HMO) and Exclusive Providers Organizations
(EPO) are more restrictive forms of managed care that also assign a PCP to enrollees and that do
not cover out-of-network services. Among these types of plans, PPO is considered the higher qual-
ity option, offering more flexibility but typically associated with higher premium and out-of-pocket
costs. Lastly, typically younger, healthier patients may decide to enroll in high deductible plans
that come in two forms: High Deductible Health Plans (HDHP) and Consumer Driven
Health Plan (CDHP). In our analysis we think of plans as differentiated along two dimensions
observed in Marketscan data: (1) network restrictions, with the most restrictive plans being HMOs
and EPOs and (2) cost-sharing with the plans where patients bear the highest share of the costs
being HDHPs and CDHPs.7 Finally, the data also includes demographic information on patients,
including sex and age. Marketscan has two appealing features for the purpose of this study: first,
the data covers millions of lives in a longitudinal fashion, providing large sample of patients for
many surgeries with their corresponding medical trajectories leading up to the surgery. Second,
Marketscan mostly consists in employed individuals, thus offering a window in the health care uses
of non-elderly patients in a broad range of ages.

Surgery Definitions and Sample Selection. We select 17 surgeries for which to define wait
times based on two criteria: included surgeries should be frequent enough to allow for training
statistical models and should be therapeutic rather than diagnostic so that the surgery can be con-
sidered the endpoint of a care episode.8 The sample includes the universe of patients in Marketscan
who have received one of these surgeries between 2007 and 2013 and are continuously enrolled at
least two years prior and six months after their surgery. In addition, we also sample a control
group from the set of patients having received none of the selected surgeries for the purpose of
training the machine learning models used to construct our wait time measure.9 We provide brief
descriptions of the surgeries included in the analysis from the U.S government website MedlinePlus,
a service of the National Library of Medicine.10. Appendix tables A1 and A2 provide a description
of the surgeries included in the analysis as well as a list of the procedure codes used to identify
surgery recipients in Marketscan. Table 1 shows the number of patients in each surgery and in
the control group, and their corresponding demographics. A striking benefit of Marketscan is the
size of the sample: for most of the surgeries, we can identify dozens of thousands of patients that
satisfy our pre and post-surgery enrollment criteria. The third column of Table 1 reports patients’
Charlson comorbidity index, a measure of general health condition known to be a good predictor of

7 In practive plans also differ in terms of the premiums they charge, and network details such as the specific hospitals or the
quality of doctors, but this information is not available in Marketscan.

8 In future iterations of this paper, we plan on including more surgeries that could fit our criteria, such as bariatric surgery.
Note that in Section 3 we single out three surgeries among the 17 for which our method to compute wait times is not
well-suited; this is because either samples are too small or the surgery is an emergency, so that their is no wait time.

9 We sample exactly 100, 000 potential control patients for each of the surgery years 2007 − 2013.
10 The website and its search function used to recover the surgeries descriptions can be accessed at https://medlineplus.gov
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mortality in longitudinal studies Charlson et al. (1987); Quan et al. (2005).11 Charlson indices rank
control and surgical patients according to intuition: control patients have an average index of 0.19
suggesting that serious commorbidities are rare in that group. Patients in elective surgeries such as
cataract, hip and knee replacement also tend to have low Charlson indices.c In contrast, patients
waiting for heavier surgeries such as mastectomy, kidney and liver transplants have high average
Charlson indices (3.27, 2.75 and 8.01 respectively). The surgeries included in our sample vary in the
demographics of patients that receive them: some such as hysterectomy, mastectomy or prostatec-
tomy are overwhelmingly received by either women or men. Some surgeries such as cataract, knee
replacement and endareterectomy are mostly performed on older patients aged between 55 and 64,
while for others such as hysterectomy, cholecystectomy or colectomy the share of recipients below
55 is higher. Table 2 reports statistics of patients health care utilization. Recipients of heavier
surgeries consume more health care across the board: for instance, the mean number of inpatient
visits in the year of the surgery for liver transplants is 32, and the average inpatient total payments
in that year amount to $302, 100, while cholecystectomy recipients only go through 3 inpatient
visits on average and generate $9, 200 of inpatient spending. While for most surgeries, inpatient
payments dwarf outpatient ones, for others the opposite is true, reflecting patient trajectories where
most of the care happens in outpatient setting: this is the case or cataract, ($3, 200 inpatient and
$12, 800 outpatient), inguinal hernia ($2, 200 v.s. $10, 000) and mastectomy ($9, 100 v.s. $51, 600).
These differences highlight the importance of taking into account both inpatient and outpatient
care when constructing patients’ trajectories for the purpose of this paper. Indeed, the relevance of
outpatient versus inpatient information in determining how likely a patient is to receive a surgery
might vary across surgeries, but also across patients depending on the insurance they are enrolled
in and the type of care settings they have access to.

11 More precisely, we use the package developed by (Gasparini, 2018) to compute morbidity weights for 17 groups of medical
conditions: Myocardial infarction, Congestive heart failure, Peripheral vascular disease, Cerebrovascular disease, Dementia,
Chronic pulmonary disease, Rheumatologic disease, Peptic ulcer disease, Mild liver disease, Diabetes without chronic com-
plication, Diabetes with chronic complication, Hemiplegia or paraplegia, Renal disease, Any malignancy, including leukemia
and lymphoma, Moderate or severe liver disease, Metastatic solid tumor, AIDS/HIV. These conditions receive a score from
1 to 6 based on associated morbidity, and a patient’s Index is just the sum over the encountered conditions.
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Table 1. Sample Demographics

Share in Age Bin
Surgery Number Patients Charlson Index Share Women [0-17] [18-34] [35-44] [45-54] [55-64]
Appendectomy 139,829 0.47 0.51 0.24 0.28 0.17 0.18 0.13
Cataract 228,013 0.82 0.55 0 0.01 0.03 0.2 0.76
Cholecystectomy 348,504 0.78 0.73 0.02 0.21 0.23 0.28 0.26
Colectomy 61,725 2.23 0.51 0.01 0.06 0.13 0.33 0.46
Coronary Bypass 40,046 1.16 0.2 0 0 0.04 0.26 0.69
Endarterectomy 9,465 1.11 0.39 0 0 0.01 0.17 0.82
Hip Replacement 61,707 0.68 0.49 0 0.02 0.07 0.31 0.6
Hysterectomy 198,045 0.72 1 0 0.09 0.39 0.39 0.13
Inguinal Hernia 112,881 0.46 0.1 0.14 0.1 0.14 0.27 0.35
Kidney Transplant 4,421 2.75 0.39 0.04 0.12 0.19 0.31 0.34
Knee Replacement 127,998 0.68 0.6 0 0 0.03 0.26 0.7
Liver Transplant 1,391 8.01 0.33 0.05 0.06 0.08 0.29 0.53
Mastectomy 84,673 3.27 0.97 0.01 0.04 0.16 0.37 0.42
Neprhostomy 248 1.55 0.51 0.08 0.13 0.14 0.28 0.37
Prostatectomy 32,482 2.61 0 0 0 0.02 0.26 0.72
Splenectomy 4,342 2.43 0.53 0.1 0.17 0.14 0.26 0.34
Thyroidectomy 31,451 2.05 0.82 0.01 0.13 0.22 0.33 0.31
Control 700,000 0.19 0.51 0.26 0.2 0.17 0.21 0.17

Notes: The table shows demographics for surgical and control patients. For surgeries, the sample consist in all surgery recipients between 2007 and 2013 that
satisfy the following conditions: they have not received the same surgery before, are enrolled 2 years before and 6 months after the surgery, and have their
pharmaceutical drugs reported. Charlson Index is computed at the last visit before surgery for surgical patients, and is just averaged over the whole trajectory
for control patients.
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Table 2. Sample Health Care Utilization

Inpatient Visits Inpatient Pay ($1000) Outpatient Visits Outpatient Pay ($1000)
Surgery Mean 25th 50th 75th Mean 25th 50th 75th Mean 25th 50th 75th Mean 25th 50th 75th
Appendectomy 2 1 1 2 12 0 7 14.8 12 4 8 15 10.1 2 6.6 13.7
Cataract 2 1 1 1 3.2 0 0 0 19 9 14 24 12.8 5.6 8.4 13.5
Cholecystectomy 3 1 1 2 9.2 0 0 10 18 8 13 22 14.4 7.2 11.4 17
Colectomy 9 2 5 11 52.1 19.8 30.8 53.4 28 12 20 37 24 4.7 9.6 23.1
Coronary Bypass 11 6 8 12 81.5 45 63.4 93.4 30 15 25 40 16.7 5.3 10.3 18.5
Endarterectomy 5 1 2 6 30.9 11 17.3 32.9 24 12 19 30 14.3 4.5 8.6 16.6
Hip Replacement 4 1 3 4 35.3 21.8 28.5 40.2 31 17 27 40 10 3.5 6.2 11
Hysterectomy 2 1 1 2 10.8 1.9 7.4 13.8 17 9 13 21 12.5 3.4 8.1 15.7
Inguinal Hernia 1 1 1 1 2.2 0 0 0 12 5 8 15 10 5 7.4 11.1
Kidney Transplant 11 5 7 12 108.7 43.3 88.9 137.9 76 42 62 94 72.4 22.9 46 89.2
Knee Replacement 4 2 3 4 32.9 20.4 27.3 39 38 24 34 48 11.5 5 8.1 13.6
Liver Transplant 32 10 20 42 302.1 160.6 238.5 368.4 59 39 55 73 54.9 21.3 39.1 66
Mastectomy 2 1 1 1 9.1 0 0 11.7 40 20 35 55 51.6 19.2 39.6 68.7
Neprhostomy 6 1 3 6 35.2 7 19.7 42.7 31 15 23 37 31.3 8.9 18 34.5
Prostatectomy 2 1 1 2 20.1 11 16.4 23.3 22 13 18 26 13.4 4.6 7.9 14.6
Splenectomy 14 2 7 16 88.8 20.5 41.1 94.8 32 13 25 43 30.4 5.8 14.9 36
Thyroidectomy 2 1 1 1 7.6 0 0.7 10.2 25 15 21 30 18.3 8.6 14.5 22.6
Control 1 1 1 1 0.7 0 0 0 7 1 4 9 2.3 0.2 0.6 2

Notes: The table shows statistics of inpatient and outpatient healthcare utilization for surgical and control patients. A visit is defined as patient - day pair, so that if several services
are performed on the same day, they only count as one visit. For surgical patients, visits and payments are computed in the calendar year of the surgery. For control patients,
statistics are computed in the year in which they’re sampled among the population of non surgical patients.
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3 Detection to Treatment: a Data-driven Measure of Wait Time
to Surgery

This section proposes a novel measure of wait times for elective surgery. The availability of large
insurance claims datasets opens up the possibility to rely on medical data to learn relevant medical
events marking the starting date of wait time. We implement this idea by training surgery-specific
classifiers to distinguish future surgery recipients from control patients. The fitted models achieve
high classification performance and gives sensible results. Indeed, it detects surgical patients earlier
for less emergent procedures, and the medical events that are identified as important triggers of
increased probability are sensible (given the surgery).

Defining Wait Times. While the end date of the wait time for surgery is unequivocal and
coincides with the moment the procedure is received, what the relevant starting point for waiting
time is less obvious (DeCoster et al., 1999; Viberg et al., 2013). Among the countries that do
collect systematic information on wait times for surgery, starting dates vary depending on the
specifics of the country’s health care system (Viberg et al., 2013). Commonly used starting dates
include the moment a referral to a specialist is written by a primary care physician, the moment
the decision to treat via surgery is made, and the moment a patient enters an inpatient waiting list
at a facility. Each of those waiting times may be of interest, but they preclude comparisons, and
only highlight one small part of the overall experience of the patient. Our measure will be more
encompassing and allow for comparisons, in the case of the current paper for instance, analysis from
patients using different insurance plans and who resides in different states. In addition, such data
is essentially unavailable outside of single-payer public systems. In the absence of administrative
data on wait times, public health and medical researchers have resorted to alternative measures
relying on choosing as a starting date a specific test or procedure announcing the upcoming surgery.
Examples include optical biometry for cataract surgery, as in a recent study by Chen et al. (2021).
This approach is well-suited when working with only one surgery and when there exists such a well-
defined marker present in the majority of surgical patients’ trajectories.12 However, even when such
highly predictive events exist; patient’s medical trajectories are so varied that such identification
misses many cases. Furthermore, this selection is not random, in many cases the trajectory is
itself related to wait time. Our measure of wait times consists in a statistical generalization of the
“optical biometry” as predictive of cataract approach, that allows for rich and diverse trajectories.
If, given a surgery recipient’s medical history, the procedures, diagnostics or drugs received at a
given visit imply with high probability that the patient will receive a surgery in the future, we
set that visit as our starting date for the wait time. This measure provides two main advantages
over earlier approaches. First, it relies on medical data only and thus abstracts from the arbitrary

12 A notable exception is DeCoster et al. (1999) who study wait times for 10 elective surgeries using as a trigger for wait times
the preoperative visit to the operating surgeon. While closer in spirit to our measure, this approach also leaves out patients
without preoperative visits and might miss the portion of wait time between the moment the decision to proceed to the
surgery was made and the preoperative visit.
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administrative checkpoints a given system chooses to record. It can be applied to multiple countries
or insurance plans, and therefore enables systemic comparisons. Second, our measure can be applied
to multiple surgeries at once without requiring extensive medical expertise. The statistical nature
of our definition relaxes the requirement that a single marker appears on all surgery recipients’
trajectories: it can accommodate different pathways to surgery depending on a patients’ medical
histories. We highlight these properties of our approach later in this section, after having described
our measure and the method to compute it. The next paragraph introduces notation to formalize
this definition.

Notation. Insurance claims data systematically collect information on medical services received
by patients for reimbursement purposes. Consider a patient i covered by insurance. Typically, a
claim for a visit occurring at time τ records the procedures performed on patient i, {p1

iτ , . . . , p
np

iτ , } =
Piτ with each procedure pn coded as either a CPT-4 code or and ICD code. Visit claims also contain
diagnoses received {d1

iτ , . . . , d
nd

iτ , } = Diτ , and information on the type of provider encountered,
whether the setting was in or outpatient, and potentially additional information which we denote as
Ziτ . In addition, we also observe prescription drugs purchased in outpatient pharmacies by patient
i following visit τ which we denote by Miτ . Procedures, diagnoses, drugs and the characteristics
of visits associated with patient i up to time t constitute the patient’s observed medical history
Hit = {Piτ , Diτ ,Miτ , Ziτ }τ≤t. Consider a surgery s and define the probability that patient i receives
the surgery s at any point in the future given i’s medical history at t as P(s|Hit). Given a confidence
threshold p̄, and denoting by Ti the set of dates of visits for patient i, we propose as the starting
date of wait time the first visit date the probability of surgery exceeds the confidence threshold:

tdis(p̄) = min{t ∈ Ti,P(s|Hit) ≥ p̄} (1)

Wait time to surgery then consists in the difference in days between this detection date tdis(p̄) and
the day of the surgery tsis:

wis(p̄) = tsis − tdis(p̄) (2)

Implementation. In practice, P(s|Hit) is unknown. We estimate this probability using a clas-
sifier trained to distinguish recipients of surgery s from a control group of randomly sampled
non-surgical patients. The estimated classifier provides a mapping from medical histories to the
probability of receiving surgery s in the future, Hit → p̂ist ∈ [0, 1]. We use a gradient boosting
classifier and represent a patient’s medical history as a matrix with as many rows as patients’ visits,
and as many columns as procedure, diagnoses and drug codes.13 Each element of this history ma-

13 As show in Appendix B, our gradient boosting model achieves higher classification performance than a LASSO-Logistic
Regression trained on the same variables, suggesting that interactions of medical events provide information predictive of
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trix is an indicator for whether a code has been observed in that visit or before. We have explored
an alternative approach to encoding histories include recurrent neural networks, but as illustrated
in Figure 1 we are able to achieve excellent classification performance with our comparatively less
computationally intensive model.

(a) Calibration (b) AUC Over Time

Figure 1. Model Classification Performance over Time
Notes: Panel (a) shows the fraction of patients receiving the surgery in the test set by bin of model predicted probability. Panel
(b) shows the average AUC scores at various points in patients’ medical trajectories before surgery. The scores are computed
on a hold-out sample of treated and control patients. Treated patients visits are split in deciles of how far back in time they
occurred before the surgery, and control patient visits are just randomly selected. AUC are computed over each of these deciles.

Our definition of wait times requires to interpret the scores p̂ist predicted by the trained models as
probabilities of future surgery. The left panel of Figure 1 shows that our trained classifiers are well
calibrated, providing support for this interpretation of classifiers’ scores as probabilities.14

The right panel of Figure 1 shows how the Area Under the Curve (AUC) on a hold-out test sample
of our trained model evolves over time.15 First, when the model has access to the entire medical
history up to the last visit before the surgery, it achieves excellent classification performance. For
almost all the surgeries considered, except Appendectomy and Nephrostomy, the final AUC is
above 0.9, and for the majority it is above 0.95. This reflects the fact that in the days close to the
surgery the vast majority of surgical patients have received diagnoses or procedures that are highly
predictive of the surgery ahead and rarely observed for non-surgical patients. Second, the right

future surgeries.
14 In the context of classification tasks in machine learning, calibration refers to the extent to which the predicted class proba-

bilities reflect the true class probabilities.
15 The AUC ranges from 0.5 (random) to 1 (perfect classifier) and is the area under the locus of False Positive (FP) and True

Positive (TP) rates as the threshold of probability above which an observation is considered positive varies.
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panel of Figure 1 shows that the model can better predict surgeries as there is a longer medical
history. This is consistent with medical events getting more predictive over time and facilitating
better classification. The levels of these performance graphs foretell the wait times associated
with each surgery: for instance kidney and liver transplants, which both involve long wait times
and specific procedures such as dialysis, exhibit from the very beginning near perfect classification
performance. This implies that the detection date tdis(p̄) for these surgeries is likely to occur early
in patient’s medical history, resulting in longer wait times according to definition 2. Finally, as
a falsification we include in our sample Appendectomy, an emergent surgery that should be very
difficult to predict in advance as few early signs exist. As shown in the middle panel of Figure 1,
classification performance for Appendectomy remains very poor (AUC around 0.6 − 0.7) until the
very last days before the surgery takes place, reflecting this absence of early signs. For that reason,
appendectomies are not included in our subsequent analysis. Figure C11 in Appendix displays the
true positive and false positive rates graphs resulting from the classification over patients’ entire
medical histories. While definition 1 in principle allows both for surgical patients without any
associated detection time and for control patients classified as surgery recipients, Figure C11 shows
that in practice this is not a concern. Even with a detection threshold as high as p̄ = 0.9, the
classifiers correctly detect about 90% of surgical patients and incorrectly predict as surgical less
than 5% of control patients for almost all surgeries considered. Finally, while the choice of p̄ = 0.9
might seem arbitrary, Figure C12 in Appendix shows that wait times implied by different thresholds
are highly correlated for the vast majority of surgeries in the sample.

Interpretation of the Estimated Models. The definition of wait time outlined above can
be interpreted as a data-driven way to detect medical events predictive of a future surgery and
use these events as a starting date for wait time. To illustrate this point, we investigate which
elements of patients’ medical histories generate large increases in predicted probabilities: these
medical events are triggers likely to lead to a patient being detected as surgical, and play the
same role as the optical biometry procedure use to compute wait times in Chen et al. (2021). The
following regressions shed light on the triggers learned by the trained classifiers:

∆p̂ist =
∑

e

α(e)∆Hit[t, e] + ϵist (3)

where ∆p̂ist is the change in predicted probability of surgery s for given patient i between a visit
at t and patient i’s previous visit, and ∆Hit[t, e] stands for the change in the element of patient
i’s medical history encoding whether the medical event e was received at or prior to time t. The
coefficients of interest α(e) capture how much receiving a procedure, drug, or diagnosis e moves the
predicted probability of receiving the target surgery s. We show in Appendix B that these regres-
sions highlight similar variables than the more computationally intensive permutation importance
typically used to interpret machine learning models, with the additional benefit of providing the di-
rection in which a variable influences predicted probabilities. Figure 2 displays the most important
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predictors of change in probabilities, consisting in the medical events with the highest absolute
t-statistics α̂(e)

ˆs.e.(α̂(e)) in the regression above, for a subset of surgeries. This subset is selected for
brevity, but the reader may find the same graphs for the remaining procedures in Appendix Fig-
ures C13, C14. Figure 2 shows that for each of the selected surgeries, the trained classifiers are able
to identify medically relevant drugs, procedures, and diagnoses. For instance, antihyperlipidemic
and beta blocker drugs increase the probability of receiving a coronary bypass, and osteoarthrosis
diagnosis is predictive of hip replacement. The differences between the profiles of variable impor-
tance illustrate that some surgeries have clear markers, such as osteoarthrosis diagnoses for hip
replacement, while other surgeries like coronary bypass are predicted by more complex patient his-
tories combining a mixture of drugs, latent diabetes or hypertension, and possible heart problems.
Relative to using a single procedure or diagnosis as a starting point for wait times, a benefit of
our measure is that it can accommodate these two types of surgeries. To illustrate this property,
we compare our method to a deterministic measure of wait times corresponding to the difference
between (a) the first visit at which the most predictive medical event is observed and (b) the day
of the surgery.16 For these two approaches, we first compare the fraction of surgical patients with
an assigned wait time (true positives, TP) and the fraction of control patient incorrectly assigned
a wait time (false positives, FP). When a highly predictive medical event exists, such as for in-
guinal hernia or joint replacements, as seen in Figures 2 and C13:C15, the two approaches perform
equally well, as reflected in the small differences in true positive and false positive rates in Table
C4. In fact, as shown in Figure C16, the wait times recovered from the two approaches are highly
correlated for surgeries with predictive events, consistent with the interpretation of our method as
learning surgical markers and starting the wait time when they first occur. In contrast, for surgeries
with more complex patterns, such as coronary bypass, mastectomy or hysterectomy, our approach
performs better than the deterministic one: as shown in Table C4, detection to treatment tends to
achieve high true positive rates, and is less likely to return false positives than the measure based
on the most predictive event. For these more complex procedures, detection to treatment tends to
return shorter wait times as shown in Figure C16, consistent with the model using a combination
of predictors rather than relying on just one.

Discussion. Patients’ interactions with healthcare systems leading them to surgery involve mul-
tiple steps. From the initial visit to a primary care physician following a developing health issue
to the final pre-operative visit with a surgeon, one can measure aspects of wait time from different
starting points. The earlier the starting date, the more downstream sources of delays a measure
encompasses. For instance, inpatient waiting time starting at the inclusion of patients in facilities’
wait-lists only captures facility capacity constraints, while referral to treatment also incorporates
potential delays due to difficulties in scheduling specialist visits. The measure proposed in this
section starts the wait time as soon as a patient’s medical history shows with high probability that

16 We define the most predictive event as the medical event the highest t-stat in regression 3
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(a) Coronary Bypass (b) Hip Replacement

Figure 2. Delta Probability Variable Importance
Notes: We illustrate the key medical “events” that underlie our prediction of surgical need for two procedures: coronary bypass
and hip replacement. In each panel, we list the top 10 events—including procedures, drugs taken, and diagnoses— that suggest
the patient will receive the focal surgery in the future. The events are selected and ordered in the figure using the t-statistic
we find from a regression of (a) the change in predicted probability of surgery between two visits, ∆p̂ist, on (b) the presence of
the event between these visits.
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doctors have identified a medical condition requiring surgery. As such, it includes any source of
delays from that detection point onward: hospital capacity constraints, but also wait time implied
by additional visits which could stem from further diagnosing or required preoperative testing.

4 Wait Times Heterogeneity Across Patients and Insurance Plans

We use the measure defined in the previous section and show that it produces medically reasonable
wait times, shorter for emergent surgeries and longer for joint replacements and organ transplants.
We investigate heterogeneity in wait times by patient and insurance plan characteristics. Women,
older and more co-morbid patients wait longer across all surgeries. Insurance plan design impacts
wait times, in particular for elective surgeries: patients in managed care plans with out-of-network
restrictions wait longer, and, conversely, patients in plans with a higher degree of cost-sharing wait
less. We also find that insurance designs assigning a PCP to patients acting as a gatekeeper lead
to longer wait times spent between PCP visits. Our results highlight a trade-off between reducing
costs through network restrictions and timely access to surgery.

Wait Times Distributions. Table 3 shows the 10th, 25th, 50th, 75th and 90th percentiles of
wait times at p̄ = 0.90 detection threshold for each surgery in our sample. The measure of wait
times introduced in the previous section ranks these surgeries according to what medical intuition
would suggest. More emergent procedures such as cholecystectomy, coronary bypass and inguinal
hernia repair have median wait times below a month. At one extreme, appendectomy, which is
typically performed immediately after an acute appendicitis diagnosis is made due to concerns
about increased postoperative morbidity resulting from delays (Shin et al., 2014) exhibits a median
wait time of just one day. At the other extreme, median transplant surgery recipients wait more
than 600 days for a liver and about 700 days for a kidney.17 In between, median wait times range
from one to two months for mastectomy and cataract surgery to slightly less than a year for knee
replacement. Table 3 also reveals substantial heterogeneity in wait times within surgery: for most
procedures, the inter-quartile range is large and about 10% of patients wait more than 500 days.
Consistent with Agarwal et al. (2021), we find increasing trends in wait times for kidney transplants
over our sample period of about 1 percent standard deviation a year, as shown in the left panel
of Figure 3. Most surgeries in our sample display increasing trends, although the magnitudes are
small and the overall trend across all surgeries is quite noisy, as shown in the right panel of Figure 3.
In the remaining of this section, we investigate how wait times vary across patients characteristics
and insurance plan designs.

17 Our wait time measure is capped at 720 days for data availability reasons, which might be binding for transplant surgeries,
resulting in a downward bias. Agarwal et al. (2021) document average times on wait list to receive a kidney of over 2 years.
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Table 3. Distributions of Wait Times by Surgery (days)

Surgery Pct 10th Pct 25th Pct 50th Pct 75th Pct 90th
Appendectomy 1 1 1 1 43
Cholecystectomy 2 6 17 49 191
Coronary Bypass 2 5 24 396 621
Inguinal Hernia 6 13 27 57 160
Mastectomy 14 23 40 101 324
Cataract 12 23 55 300 534
Colectomy 6 18 69 258 515
Endarterectomy 6 23 91 468 636
Neprhostomy 11 32 104 433 650
Hysterectomy 18 42 108 341 540
Prostatectomy 57 81 124 287 552
Thyroidectomy 34 61 127 381 610
Splenectomy 7 40 173 458 649
Hip Replacement 34 80 224 466 625
Knee Replacement 41 120 352 575 676
Liver Transplant 187 414 612 691 712
Kidney Transplant 427 625 699 716 720

Notes: Wait times with detection threshold at p̄ = 0.9

(a) Trends by Surgery (b) Month and Year

Figure 3. Trends and Seasonality in Wait Times
Notes: Panel 3a shows linear trends by surgery on standardized wait times estimated with months fixed effects. Panel 3b shows
month and year fixed effects on standardized wait times in a regression re-weighted so that all surgeries are contribute equally.
Confidence intervals are based on robust standard errors.
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Investigating Heterogeneity in Wait Times. We evaluate systematic differences in wait times
across patients and insurance plans using a series of regressions of the following form:

wispt = x′
iβx + y′

ptβp + ϕst + ϵispt (4)

where xi is a vector of fixed patient demographics and ypt is a vector of insurance plan characteristics
that we describe in details below, and ϕst denotes surgery–year and surgery–month fixed effects
capturing surgery specific trends and seasonalities described in the previous paragraph. In theory,
patients may select into one of the various plans proposed by their employers based on information
–unobserved to the econometrician– regarding their expected future healthcare utilization which
may bias the coefficients of interest βp. To address this concern, in addition to ordinary least squares
we also compute instrumental variable estimators of βp plan characteristics are instrumented by
their average in a patient’s employer e. While plan choice within employer may be correlated
with unobserved health, we assume that employer choice is not.18 In practice, we find that our
instrumental variables estimates tend to align with the ordinary least square ones in direction and
magnitude. We describe our in more details in the paragraph where we present the estimated
coefficients for insurance plan characteristics. In addition to pooled regressions across surgeries, we
also investigate heterogeneity in wait times by running these regressions surgery by surgery. We
first describe the estimated coefficients on patient demographics before moving on to differences in
wait times induced by insurance design.

Wait Times and Patient Demographics. Panel A in Table 4 shows coefficients for age, gender,
and Charlson comorbidity score status from model 4.19 Men wait about 11% standard deviation (22
days) less then women, and the oldest group in our sample of working age patients (55-64) has wait
times 4.8% standard deviation (8 days) above patients aged between 35 and 44. This inequality
in wait times penalizing women and older patients has been documented for cataract and hip
replacement surgery in some contexts (Smirthwaite et al., 2014; Hacker and Stanistreet, 2004),
although findings vary across countries (Landi et al., 2018). Moreover, we show that orthopaedics
and ophthalmology are not isolated cases: as displayed in the left and middle panels of Figure
4, older patients and women wait more for almost all the surgeries in the sample. Disparities
between men and women have been documented for a range of health outcomes (Cabral and
Dillender, 2021). Several mechanisms could explain longer wait times for women: delays could
results from providers misdiagnosing women and thus being reluctant to prescribe more aggressive
care. Women could also be less likely to consult male specialists for certain types of care (McDevitt
and Roberts, 2014). Alternatively, shorter wait times for men could be the consequence of a lower

18 While not entirely satisfactory, we think of this assumption and of the resulting instrument as a way to remove the selection
from one of the margins of choice. Employer choice involves many different considerations in addition to health benefits.

19 The Charlson comorbidity score measures patient health status by assigning weights to diagnoses such as diabetes, AIDS,
or cancer based on the morbidity associated with each condition. It has been shown to be a good predictor of mortality in
longitudinal studies.
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propensity to consume preventive care (Vaidya et al., 2012) and a tendency to postpone interactions
with providers until their medical condition is advanced, resulting in shorter wait times. Finally,
differences in willingness to wait due to men having less flexible work schedules than women could
also explain this discrepancy (Dunn, 2018). Panel A in Table 4 also shows that patients with a
higher Charlson comorbidity score—reflecting a worse general health condition—wait longer than
healthier patients. This correlation is found across almost all surgeries except thyroidectomy,
colectomy and hysterectomy, including for serious, emergency procedures such as coronary bypass
and cholecystectomy is shown visually in Figure 4c. On the one hand, this positive correlation is
puzzling: from the perspective of a wait list designer optimizing post-operative recovery, it would be
optimal to allocate more at-risk patients faster. Nevertheless, more co-morbid patients have been
found to wait more in the context of bariatric surgery (Alvarez et al., 2019) and for in-hospital
surgical queues for hip replacement (Hamilton et al., 2000; Wei et al., 2019). On the other hand,
this can result from co-morbid patients requiring more preparation before surgery, or from providers
being wary of subjecting patients in poorer health condition to aggressive treatments. We evaluate
the medical efficiency of the wait times allocation in the next section.

(a) Gender (b) Age (c) Charlson Comorbidity Score

Figure 4. Wait Times across Demographics
Notes: Each panel shows the coefficients and 95% confidence intervals on a given demographic variable estimated in isolation
from other patient demographics, surgery by surgery, including month and year of surgery fixed effects. Standard errors are
robust.

Wait Times and Health Insurance Design. Marketscan provides information on the type
of plans in which patients are enrolled. There are two main dimensions of differentiation across
plans which could in principle influence wait times: network restrictions, which limit access to
certain services or providers in a patient’s area, and cost-sharing, which requires patients to cover
out-of-pocket (OOP) a higher share of health care spending. The plan type variable in Marketscan
is constructed based on a combination of network restrictions and cost-sharing criteria. In the
following analysis, we therefore present first the effects of various plan types on wait times, and
second the effects of cost-sharing and plan types controlling for cost-sharing separately. An overview
of the main plan types and their characteristics can be found in Section 2. We provide a detailed
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description of the criteria used by Marketscan to construct the plan types in Appendix table A3.
We study how wait times vary across plan types by first including these plan types as the only
plan characteristics regressors yipt in regression 4, while still including gender, age and Charlson
index as demographic controls and surgery–year and surgery–month fixed effects. Columns (OLS1),
(OLS3), (IV5), and (IV7) of Panel B in Table 4 show the coefficients on plan types estimated from
ordinary least squares (OLS) and instrumental variables (IV) regressions, expressed in levels and in
percentage of standard deviations,for a sample focusing on employer contributors only.20 The plan
type excluded from the regression is PPO. First, across estimators, we find that more restrictive
managed care plans such as HMO and capitated POS lead to longer wait times than the more flexible
PPO plans. The estimated delay with IV excluding health plan patients (column 5-7) suggests
that patients in HMOs wait 6.6% of a standard deviation (12.6 days) more than similar patients
expecting to receive the same surgeries in PPOs. Figure C17a in Appendix, shows the impact of
HMOs relative to PPOs by surgery. The average effect in Panel BTable 4 is driven primarily by
elective surgeries, such as cataract and joint replacement surgeries, where the estimated coefficients
range between 5% to over 15% of a standard deviation. The effect is close to null for emergencies
like coronary bypass, cholecystectomy or organ transplants. In contrast, we find that patients in
POS plans wait about 4.1% of a standard deviation (7.4 days) less than similar patients in PPOs.
Similarly, patients in HDHP plans wait less, with an estimated difference with PPOs of about 3.9%
of a standard deviation (8 days). The estimated effects of HMO and HDHP designs in particular
suggest that two approaches meant to rein in healthcare spending have opposite consequences on
wait times. On the one hand, plan types involving network restrictions such as HMO and capitated
POS are associated with longer wait times. On the other hand, plan types characterized by a high
degree of cost sharing such as HDHP and CDHP imply shorter wait times. However, interpreting
these coefficients on plan types as direct evidence of an impact of network restrictions could be
misleading if these network restrictions are correlated with other features of plan design such as
cost-sharing.

20 Contributors to Marketscan can be of to types: employers and health plans. The exclusion restriction E[share(p′)etϵispt] = 0
is more sensible for employers than for health plans.
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Table 4. Wait Times, Patient Demographics and Insurance Plan Type

Dependent Variables: Wait Time (days) Wait Time (Pct SD) Wait Time (days) Wait Time (Pct SD)
Model: (OLS 1) (OLS 2) (OLS 3) (OLS 4) (IV 5) (IV 6) (IV 7) (IV 8)
Panel A: Demographic Variables

0-17 -9.672∗∗∗ -9.869∗∗∗ -8.265∗∗∗ -8.372∗∗∗ -9.700∗∗∗ -9.883∗∗∗ -8.285∗∗∗ -8.384∗∗∗

(2.816) (2.791) (2.229) (2.215) (2.793) (2.750) (2.217) (2.193)
18-34 0.7741 0.7783 -0.8395 -0.8372 0.8605 0.8662 -0.7936 -0.7905

(2.080) (2.087) (1.183) (1.188) (2.100) (2.109) (1.193) (1.200)
45-54 -1.367 -1.239 -0.0654 0.0040 -1.191 -1.008 0.0237 0.1221

(1.143) (1.150) (0.6179) (0.6247) (1.125) (1.136) (0.6104) (0.6201)
55-64 6.693∗∗∗ 7.189∗∗∗ 4.147∗∗∗ 4.416∗∗∗ 7.382∗∗∗ 8.021∗∗∗ 4.495∗∗∗ 4.838∗∗∗

(1.876) (1.886) (1.025) (1.034) (1.974) (1.982) (1.067) (1.077)
Charlson Comor. Score 7.987∗∗∗ 7.981∗∗∗ 4.665∗∗∗ 4.661∗∗∗ 8.005∗∗∗ 7.998∗∗∗ 4.673∗∗∗ 4.669∗∗∗

(1.617) (1.617) (0.8559) (0.8552) (1.621) (1.621) (0.8573) (0.8566)
Male -21.30∗∗∗ -21.53∗∗∗ -10.83∗∗∗ -10.96∗∗∗ -21.35∗∗∗ -21.59∗∗∗ -10.86∗∗∗ -10.99∗∗∗

(1.920) (1.924) (0.7164) (0.7176) (1.923) (1.927) (0.7125) (0.7140)
Panel B: Insurance Design Variables

HMO 5.288∗∗∗ 0.0668 2.651∗∗∗ -0.1826 12.59∗∗∗ 7.177∗∗∗ 6.620∗∗∗ 3.714∗∗∗

(1.189) (0.9843) (0.6154) (0.5705) (2.277) (1.979) (1.199) (1.106)
EPO -0.6610 -7.609∗∗∗ -0.2997 -4.070∗∗∗ -8.201 -16.32∗∗ -4.572 -8.931∗∗∗

(2.011) (2.155) (1.154) (1.218) (6.485) (6.359) (3.440) (3.344)
POS -4.514∗∗∗ -7.836∗∗∗ -2.447∗∗∗ -4.250∗∗∗ -7.352∗∗∗ -7.375∗∗∗ -4.126∗∗∗ -4.138∗∗∗

(0.7590) (0.9565) (0.3768) (0.4531) (1.245) (1.327) (0.6784) (0.7147)
POScap 4.626 -1.302 2.511 -0.7062 39.26∗∗∗ 13.68∗ 21.60∗∗∗ 7.861∗

(3.037) (2.935) (1.562) (1.515) (9.593) (7.955) (5.284) (4.615)
CDHP -4.240∗∗∗ 1.490 -2.626∗∗∗ 0.4837 -4.211∗ 5.299∗ -3.109∗∗ 2.000

(1.607) (1.876) (0.8354) (0.9627) (2.502) (2.924) (1.334) (1.510)
HDHP -11.97∗∗∗ -1.440 -6.471∗∗∗ -0.7533 -11.58∗∗ 1.792 -5.506∗∗ 1.678

(1.807) (1.713) (0.8372) (0.8545) (5.079) (4.930) (2.682) (2.647)
Comprehensive -2.948 0.5924 -1.467 0.4547 -8.080∗∗ -3.115 -3.870∗∗ -1.203

(1.940) (1.805) (0.9510) (0.9001) (3.447) (3.215) (1.695) (1.605)
Share Out of Pocket -52.05∗∗∗ -64.48∗∗∗

(4.347) (5.941)
Share Out of Pocket (Pct SD) -0.0331∗∗∗ -0.0406∗∗∗

(0.0021) (0.0028)

Fit statistics
Observations 786,318 786,318 786,318 786,318 786,318 786,318 786,318 786,318
R2 0.22345 0.22419 0.00944 0.01038 0.22308 0.22386 0.00895 0.00998

Notes: Signif. Codes: ***: 0.01, **: 0.05, *: 0.1. Clustered surgery–year standard-errors in parentheses. Wait times with
detection threshold at p̄ = 0.9. Instruments are average plan characteristics by contributor. All first-stage are strong as employers
tend to offer few plans. All specifications include surgery–year, surgery–month fixed effects.
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To separate the role of cost sharing from other aspects of plan design, we construct average out-of-
pocket share (OOP) first at the patient and then at the plan level as follows:21

OOPipt =
∑

c∈Cipt
copaycipt + deductcipt + coinscipt∑

c∈Cipt
paycipt

and OOPpt =
∑

i∈pOOPipt∑
i∈p 1 (5)

where Cipt is the set of claims c in year t for patient i in plan p and co-payment, deductible and
coinsurance are payments borne by the patient. The remainder is covered by the employer and the
insurer. We investigate the impact of cost sharing on wait times within plan type by adding OOPpt

as an additional plan characteristic regressor ypt in regression 4. In the same logic as with plan type
variables, we address selection into plans within employer by instrumenting for out-of-pocket share
at the plan level OOPpt with the average out-of-pocket share at the employer level, ¯OOP et. Figure
C18 in Appendix shows the average out-of-pocket share for the main plan types between 2007 and
2013. Out-of-pocket shares vary starkly across plan types. HMO, EPO, and capitated POS plans
have the lowest out-of-pocket shares on average, with patients bearing slightly less than 20% of all
payments. For PPO and POS plans, between 25% and 30% of payments are covered by patients.
Patients in high deductible plans (HDHP and CDHP) are responsible for between 40% to up to 50%
of payments. This ranking in average out-of-pocket share by plan types matches the results from
column (OLS1), (OLS3), (IV5) and (IV7) in Panel B of Table 4, which suggests longer wait times
for HMO plans relative to PPO, which itself has longer wait times than CDHP and HDHP. We
report the estimated coefficients from OLS and IV with the additional endogenous variable OOPpt

and the additional instrument ¯OOP et in levels and standard deviations in columns (2), (4), (6) and
(8) in Panel B of Table 4. Even holding plan type fixed, the IV estimate implies that an increase in
out-of-pocket share by 0.1 –about the difference between an average PPO and an average HMO–
implies a drop in wait times by 6.4 days (column (6)). The inclusion of instrumented out-of-pocket
share changes the magnitude of the estimated effects of plan types: the estimated effect of HMO
is about 50% smaller in columns (6-8) than in columns (5-7), suggesting that half of it was due to
difference in cost-sharing between HMO and PPO plans, and the rest can be attributed to other
aspects of plan design, including network restrictions. The negative effect of high-deductible plans
in columns (6-8) is no longer significant, suggesting that most of the difference in wait times between
these plans and PPOs can be attributed to differences in cost-sharing. Figure C17b in Appendix
displays a similar pattern for out-of-pocket share effects as what is observed on Figure C17a for the
effect of HMO plans on wait times, with opposite signs. While out-of-pocket share reduces wait
times across all surgeries except transplants, the estimated effects are larger for elective surgeries
such as cataract and joint replacements.

To further outline the mechanisms at play, we study the effects of insurance plans on various com-

21 Marketscan provides a plan key to identify plans, but in practice this plan key is only available for about 15% of patients in
our sample. Instead we define a plan as the combination of an contributor (employer) and a plan type.
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ponents of patients’ trajectories that make up wait times. Marketscan contains detailed information
on the type of medical professional encountered by patients at each visit. We group these detailed
professions into 8 mutually exclusive categories, Surgeon, Specialist, Laboratories, Primary Care
Physician, Non-Admitting Physician, Facility, Professionals, and Others, and we treat these cate-
gories in descending order of priority, so that if a patient sees a Surgeon and a Specialist during the
same visit (day), the visit gets assigned Surgeon. Patients’ wait times can then be broken down into
81 origin-destination pairs representing the time spent waiting between each successive categories
as follows:

wist =
∑

o,d∈{Surgeon,...,Other}
wod

is

where a wod
is = 0 if patient i has never had a visit with provider of type d following type o.

Figure C19 and C20 in Appendix show the fraction of wait time spent on average in the 5 most
important origin-destination pairs of categories by surgery. For the vast majority of surgeries, the
first or second most important component of wait times is between 2 primary care physician (PCP)
appointments. Time between two surgeon visits is also an important component, in particular
for more emergency procedures such as coronary bypass, inguinal hernia or endarterectomy. To
highlight how insurance design choices impact separate components of the wait times differently,
we run the same specification as 4 with OLS and IV estimators but replacing the left-hand side
variable with each of the origin-destination pairs wod:

wod
ispt = x′

iβ
od
x + y′

ptβ
od
p + ϕod

st + ϵod
ispt (6)

Figure 5 below shows the OLS and IV coefficients β̂od
p′ with largest absolute values for a subset of

plans p′, in specifications with and without plans OOP shares. The top panels show coefficients
for HMO and POS, two managed-care plans relatively more restrictive in their design than PPOs.
The main design difference between these plans and a PPO plan is the assignment of a PCP
from which patient need to get referrals to see a specialist. We find that both plan types greatly
increase time spent between PCP visits for patients, with an IV estimate of about 35 extra days
for HMO and 18 days for POS, which is consistent with the PCP assignment preventing patients
from choosing among generalists to reduce wait times, and also with previous studies showing
that gate-keeping reduces specialist care in favor of generalist care (Sripa et al., 2019; Garrido
et al., 2011). In contrast, patients in high-deductible plans tend to have lower wait times spent in
between two PCP visits. Most of the important coefficients are negative, consistent with the overall
shorter wait times associated with these plan designs in Table 4. Figure C21 in Appendix shows
the coefficients of plan types on the number of visits by origin–destination pairs; these extensive
margin effects go in the same direction as the estimates on wait times. Table C5 in Appendix
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shows in addition that patients in restrictive plans such as HMO or POS tend to go trough fewer
visits during wait times (column (7)). However patients in HMOs wait on average 1.1 day more
between two visits compared to patients in PPOs. The combination of fewer visits but longer wait
between visits could be consistent with a plan design placing barriers for patients to proceed to the
next stages of their care trajectory. Related to this idea, Table C6 shows that patients in HMO
and POS plans receive more laboratory visits, but fewer preoperative tests than comparable PPO
patients; this could suggest that patients in HMO and POS are required to multiply the types
of providers they interact with before proceeding to surgery, without necessarily getting a more
thorough preoperative testing. In addition, the last rows of Table C5 and C6 Appendix show that
cost-sharing –within plan types– is associated with fewer visits, laboratory visits, and preoperative
tests. This could be consistent with plans with higher cost-sharing also enforcing fewer restrictions
on access to surgery. Alternatively, it could result from price-sensitive patients cutting back on care,
a phenomenon evidenced when employers switch to high-deductible plans (Brot-Goldberg et al.,
2017) or when Medicare patients bear a higher fraction of drugs’ costs (Chandra et al., 2021).
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(a) HMO (b) POS

(c) CDHP (d) HDHP

Figure 5. Insurance Design and Components of Wait Times
Notes: Each Panel shows OLS and IV coefficients and 95% confidence intervals for an insurance plan type relative to PPO,
estimated jointly. Specifications either include or exclude controls for plans’ OOP share (instrumented in the case of IV).
Sample excludes Healthplan contributors. Standard errors are clustered surgery-year .
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5 Effects of Wait Times on Recovery post-Surgery

In this section, we study the impact of exogenous variation in wait times on patients’ health.
We rely on variation within surgery–insurance plan across weeks to isolate delays due to capacity
constraints at the network level and plausibly unrelated to patient’s unobserved health condition.
This congestion design provides a strong first-stage across all our surgeries, highlighting yet another
benefit of studying wait times using large-scale insurance claims data. We show that longer wait
times have adverse consequences on a battery of health outcomes including inpatient re-admissions
and spending, and prescriptions of opioids and addictive pharmaceutical drugs. We investigate how
these adverse effects vary across surgeries and patient characteristics and use these heterogeneous
treatment effect estimates to evaluate the medical efficiency of the allocation of wait times to
surgery in the U.S. employer-sponsored insurance context.

Wait Times, Health Outcomes. To evaluate the impact of additional wait times on medical
recovery, we look at the time period from the day after the surgery to six months after and compute
the following medical outcomes : (1) inpatient payments defined as the sum of all payments in
Inpatient Services table, (2) outpatient payments defined as the sum of all payments in Outpa-
tient Services table, (3) inpatient length of stay defined as the sum over all inpatient admissions
episodes of the difference between discharge and admission dates, (4) inpatient readmission de-
fined as an indicator for any readmission over the period, (5) drug payments defined as the sum
of all payments in Outpatient Pharmaceutical Drugs table, (6) days supplied of opioids defined
as the sum of days supplied of generic drugs from the opiate agonist class and (7) days supplied
of addictive drugs defined as the sum of days supplied of generic drugs from Class II (high abuse
potential, severe dependence liability) in the Drug Enforcement Administration’s classification of
controlled substances. Denoting these outcomes as y, we run the following regressions:22

yispet = β
(y)
0 + β(y)

w wispet + x′
iβ

(ys)
x + ϕ

(y)
st + ψ(y)

spe + ϵ
(y)
ispet (7)

Identification Challenges. Patient controls xi include gender, age group, and Charlson Index,
a measure of a patient’s health status based on the presence of severe diagnoses.23 In addition, the
specification includes surgery–year, surgery–month, and surgery–insurance plan fixed effects. How-
ever, even with these controls, doctors might allocate patients to care faster based on unobserved
cues about patients’ health picked up during face to face visits which would create a negative
correlation between wait times wispet and the error term ϵ

(y)
ispet and could subsequently generate

attenuation bias in the coefficient of interest β(y)
w .

22 We report the results with wait times in levels in the main text, but we find effects of similar magnitudes with wait times in
log. We also intend to implement Poisson regressions as an alternative model.

23 Later in our exercises with double machine learning, we include hundreds of controls measuring the type and quantity of
medical services a patient consumes. We recover even higher average treatment effects.
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Congestion Design. To address these concerns, we propose an instrumental variable strategy
relying on congestion within a patient’s insurance network. In a first step, we construct shocks
in delays that shift a patients wait time. For each patient i, wait time is composed of multiple
segments between two successive visits. These visits involve various provider types; we aggregate
provider types recorded in Marketscan into 8 mutually exclusive categories, Surgeon, Specialist,
Laboratories, Primary Care Physician, Non-Admitting Physician, Facility, Professionals, and Oth-
ers. For each patient i we identify the longest segment among the sub-components of wait time,
the corresponding provider type k∗(i) patient i visits at the end of the segment, and the date d∗(i)
at which that segment ends. We construct a congestion shock gipe to i’s longest waiting segment
by computing the average wait time w for provider type k∗(i) at date d∗(i) for all other patients in
i’s contributor e–plan p type:24

gipe =
∑

j ̸=i,j∈pewjd∗(i)k∗(i)∑
j ̸=i,j∈pe 1jd∗(i)k∗(i)

The assumption underlying the design is that the shock gipe, which only involves the wait times
experienced by patients others than i, is orthogonal to unobserved drivers of patient i’s health.
Figures 6c and 6d show the distributions of these shocks by provider types. Figure C25c below
illustrates the congestion effect of the shock on a patients longest segment. Across surgeries, for
large enough values of the shock, wait time experienced on patients longest segment increases;
however, this congestion effect is not present at lower values of the shock. In particular, in the
range of shocks where most of the mass is located, as can be seen on the histograms in figures
6c and 6d, the effect of the shock on wait time at that leg is clearly positive. This non-linearity
motivates a second-step in constructing the instrument in which we compute the best predictor of
wait time zispe = E[w|gipe, s] conditional on the longest segment congestion shock g and surgery
s.25 Figure 6b shows an unconditional bin-scatter plot representing the fit of this predicted wait
time by surgery. The instrument leverages variation in wait times induced by the limited capacity
of a patients networks of providers. Additional wait times could stem from at least two causes:
direct supply shocks, such as a doctor unexpectedly cancelling appointments for personal reasons,
or demand shocks from other patients leading to delays induced by congestion. A first concern
is that insurance plans and their resulting networks are chosen by patients, which could lead to a
selection problem. We address this with insurance plan by surgery fixed effects, so that the variation
we rely on is limited to within insurance plan changes in congestion. Similarly, seasonal demand
shocks are absorbed by surgery by month fixed effects. Another potential issue is within network
selection of provider types. In the next section of the analysis investigating heterogeneous effects,
the use of machine learning based estimators enable us to include as controls the entirety of patients
medical history from their claims, in particular the counts of visits at all potential provider types.
If anything, the average effects that we recover with these high-dimensional controls are higher than

24 In practice, to get enough patients in the cells used to construct congestion shocks, we take d∗ to be an entire week instead
of just a single date. Moreover, we exclude shocks that rely on fewer than 50 patients.

25 We use the out-of-bag predictions of a random forest to compute this best predictor.
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the ones obtained with the more parsimonious linear-IV estimators. A related concern is selection
of providers within networks and provider types: patients with more serious health conditions
could seek higher quality doctors who are also more likely to be over-subscribed. However, the
instrument that we use relies on variation in congestion averaged over all providers in a given type.
The most frequent provider types at the origin of the congestion shocks are PCP and specialists;
within a given plan, there will typically be many providers belonging to each of these types, which
implies that the congestion shock is averaged across a large number of providers in a given week.
This averaging alleviates the concern that selection on provider quality could lead to selection on
congestion. Moreover, we run the linear-IV regressions on a restricted sample of patients enrolled
in managed-care plans. By design, these plans limit the flexibility with which patients can select
the specific doctor they want to see. Therefore, if the selection of sicker patients to congested
providers was creating exaggeration in the average effects reported in our main results, we would
expect estimated effects to be smaller in the managed-care sample. As can be seen when comparing
appendix Tables C10 and C11 for the managed care sample to appendix Tables C8 and C9 for the
main sample, this is not the case: the estimated effects are very similar in both samples. Finally,
appendix Table C7 reports balance for age and Charlson index between patients in the fourth and
first quartiles of wait times and of the instrument.26 As anticipated, the instrument displays much
better balance than wait times, which we showed in the previous section tend to be longer for
women, older, and patients with more chronic conditions. While for wait times, standardized mean
differences of more than 20 percent of pooled standard deviation in absolute value are common, for
the instrument for the majority of surgeries the difference is below 6 percent in absolute value, and
many surgeries have mean differences below 2 percent.

26 We do not need to assume that congestion is orthogonal to observed patient characteristics, and in fact control for age and
Charlson index in our specification.
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(a) Delay at Segment (b) Predicted Wait Time

(c) Congestion PCP (d) Congestion Specialist

Figure 6. Variation in Wait Times from Congestion Shocks
Notes: Panels a and b show binscatter plots. On panel b, the y-axis the out-of-bag prediction of wait time from a random
forest given only the congestion shock and the surgery a patient is waiting for.
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Table 5. Impact of Wait Times on Health Outcomes

Dependent Variables: Inp. Pay ($) Outp. Pay ($) Inp. Stay (days) Inp. Readmission (pct.) Inp. Pay ($) Outp. Pay ($) Inp. Stay (days) Inp. Readmission (pct.)
OLS IV

Model: (1) (2) (3) (4) (5) (6) (7) (8)

Variables
Wait Time 0.9 (days) 2.047∗∗∗ -0.2681∗∗∗ 0.0005∗∗∗ 0.0041∗∗∗ 7.251∗∗∗ -0.9909 0.0014∗∗∗ 0.0134∗∗∗

(0.1793) (0.0900) (3.08 × 10−5) (0.0002) (1.751) (0.8018) (0.0003) (0.0018)
Effect +1 Month Wait (pct.) 1.7 -0.1 1.8 1 5.9 -0.4 5.1 3.1
Outcome Mean 3667 6860 0.79 12.77 3667 6860 0.79 12.77

Fixed-effects
Year, Month and Plan F.E. Yes Yes Yes Yes Yes Yes Yes Yes

Fit statistics
Observations 762,466 762,466 762,466 762,466 762,466 762,466 762,466 762,466
R2 0.06173 0.32510 0.07811 0.10167 0.06019 0.32503 0.07668 0.09917
F-test (1st stage), Wait Time 0.9 (days) 12,609.6 12,609.6 12,609.6 12,609.6

Heteroskedasticity-robust standard-errors in parentheses
Signif. Codes: ***: 0.01, **: 0.05, *: 0.1

Notes: Wait times with detection threshold at p̄ = 0.9. Sample excludes Appendectomy, Nephrostomy, and Splenectomy for which the detection models perform poorly, and only includes patients
from employer contributors. Dollars are deflated to 2010 dollars.



Table 6. Impact of Wait Times on Addictive Drugs Consumption

Dependent Variables: Drug Pay ($) Opioids (days supp.) Addict. Drugs (days supp.) Drug Pay ($) Opioids (days supp.) Addict. Drugs (days supp.)
OLS IV

Model: (1) (2) (3) (4) (5) (6)

Variables
Wait Time 0.9 (days) 0.7601∗∗∗ 0.0135∗∗∗ 0.0079∗∗∗ 1.840∗∗∗ 0.0397∗∗∗ 0.0209∗∗∗

(0.0217) (0.0003) (0.0003) (0.1671) (0.0025) (0.0020)
Effect +1 Month Wait (pct.) 1.8 2.2 2.6 4.3 6.6 7
Outcome Mean 1291.9 18.13 9.01 1291.9 18.13 9.01

Fixed-effects
Year, Month and Plan F.E. Yes Yes Yes Yes Yes Yes

Fit statistics
Observations 762,466 762,466 762,466 762,466 762,466 762,466
R2 0.13971 0.10552 0.04904 0.13623 0.09593 0.04520
F-test (1st stage), Wait Time 0.9 (days) 12,609.6 12,609.6 12,609.6

Heteroskedasticity-robust standard-errors in parentheses
Signif. Codes: ***: 0.01, **: 0.05, *: 0.1

Notes: Wait times with detection threshold at p̄ = 0.9. Sample excludes Appendectomy, Nephrostomy, and Splenectomy for which the detection models perform poorly, and only includes patients
from employer contributors. Dollars are deflated to 2010 dollars.



Results. We present the estimates from OLS and IV estimators for inpatient and outpatient-
based outcomes in Table 5 and for drugs-based outcomes in Table 6.27 First, comparing coefficients
across estimators reveals that the ones estimated by OLS are smaller than the IV ones, suggesting
that prioritization of unobservably sicker patients by the health care system might indeed be at
play. Tables 5 and 6 report the estimated coefficients from a specification in levels of wait time.
The tables also report the implied causal impact of an additional month of wait times on outcomes
in percentage terms. We find that delays in access to surgery negatively impact patients’ recovery
as measured by multiple adverse medical outcomes: the estimated coefficients are positive and
significant for all outcome variables except outpatient payments. The estimated effects are large:
an extra month of wait times—corresponding to an 18% increase, or about the average difference in
wait times between a man in a PPO plan and a woman in an HMO plan implied by the analysis in
Section 4—would translate into an increase in post-surgery inpatient payments of 5.9%, inpatient
length of stay longer by 5.1%, inpatient readmissions by 3.1%, an increase in opioid intake of about
6.6% and 7% more days supplied of addictive drugs. Figure C22 in appendix shows the causal effect
of an additional month of wait time implied by instrumental variable regression results, but this
time split by outcome and by surgery. First, with the exception of outpatient payments for which
the average effect is negative, insignificant, all outcomes display a similar pattern where the average
effects are either null or positive. This is consistent with the intuition that exogenous increases
in wait times should be either detrimental or have no detectable effect on health outcomes, but
cannot improve patient health. For outpatient payments, the negative estimates for colectomy,
mastectomy and thyroidectomy could imply that patients who wait longer substitute away from
outpatient care towards hospital settings.

Persistence. We study how long-lasting the adverse effects associated with delays are by run-
ning regression 7 while varying the window of time in which medical outcomes are computed from
a month after the surgery to between five and six months after the surgery. Figure C23 in ap-
pendix shows the coefficients from IV estimators for each outcome for which we find a statistically
significant effect and for each month after the surgery. For outcomes based on inpatient visits, the
coefficients show that most of the effect is driven by the first month after the surgery, pointing
to complications that require readmission directly following the initial surgery. The estimated IV
coefficients are around 2.5 in the window of time ranging from 1 to 30 days from the surgery –about
a third of the cumulative effect over the whole period– as opposed to 0.75 between 150 and 180
days from the surgery –or about a tenth of the overall cumulative effect. In spite of this decline, the
estimated effects of additional wait times are still positive and significant for virtually all inpatient
outcomes even six months after the surgery. For opioid and addictive drugs intake represented
in Figure C23e and C23f, there is very little decline, which suggests that delays cause a constant
and persistent increase in addictive drugs prescriptions and in particular in opiate agonists. There

27 In appendix Tables C8 and C9 we present results for inpatient payments and prescribed opioids only, this time varying
specifications. The last column in these tables correspond to our preferred specification shown in the main text.
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could be at least two mechanisms generating this result: one is a consequence of preoperative
prescriptions, whereby patients who get prescribed opioids and end up waiting longer develop a
dependency which makes it more difficult to fade out the opioid intake post-surgery. The second is
a direct channel in which wait times decrease the success of surgeries, leaving patients in pain and
therefore requiring more opioid prescriptions for an extended period of time after the surgery.

Heterogeneous Effects. While these results on the average impact of wait times on health
outcomes shed light on the medical costs associated with regulating access to care via queues,
we expect delays to be especially detrimental for some subgroups of patients waiting for specific
procedures. Estimating heterogeneous effects is a crucial step towards designing better wait-lists:
identifying the subgroups who suffer the most from longer wait times would enable insurers to
prioritize these patients. Doing so in this setting presents several challenges. First, identifying
heterogeneous effects typically requires observing many surgical patients to have enough power.
Moreover, in the case of the impact of wait times, endogeneity concerns call for a careful empirical
design. Finally, the dimensions across which patients differ are large, with many possible medical
histories leading to the same surgery. The methodology developed in this paper allows us to address
these challenges. First, the measure of wait time we develop can readily be computed for thousands
of patients at once. Second, we propose a congestion design that generates an instrument with a
strong first stage for every surgery included in our study. With this design, and the rich medical
controls provided by claims data, we implement a double machine learning pipeline to estimate
heterogeneous marginal effects. We outline our approach below.

Model Selection and Validation. Machine learning for the estimation of heterogeneous effects
typically consists in learning nuisance functions in a first step, in our case the conditional expecta-
tions of outcomes, treatments, and instruments, then residualize these variables using cross-fitting,
and finally learn heterogeneous effects by minimizing a moment condition constructed from these
residualized variables.28 In the case of continuous treatments and instruments, several approaches
have been developed, the most frequently used being generalized random forests (GRF) (Athey
et al., 2019) and double machine learning with instruments (DMLIV) (Chernozhukov et al., 2018a,b;
Syrgkanis et al., 2019).

With these methods, we estimate the following model:

y = θ(X).w + f(X) + ϵ (8)

E[ϵ|z,X] = 0

where y is our medical outcome of interest, X is a large-dimensional matrix including fixed effects,

28 The specific moment condition depends on the algorithm.
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controls for patients demographics and medical history, w is wait time, z is the instrument based
on congestion described in the previous section. The estimand of interest is θ(.), the heterogeneous
causal effects of wait time w on outcome y as function of patient characteristics X. Finally, note that
model 8 is restrictive in that it assumes a linear effect of wait time on outcomes. In principle we could
allow for richer models of the form θ(X).ϕ(w) where ϕ(.) would contain non-linear transformations
of wait times such as higher order terms.29 We start with a linear effect model but also experiment

with quadratic

θ1(X)

θ2(X)

 .
 w
w2

 and log effect models. As is typical in this literature, we train several

models and evaluate them out-of-sample.30 Relative to model selection for standard predictions
problems, the estimation of treatment effects presents the additional challenge that counterfactual
outcomes for an individual are never observed, referred to as the fundamental problem of causal
inference (Holland, 1986). While model selection for heterogeneous effects estimation has been
studied recently (Mahajan et al., 2022; Doutreligne and Varoquaux, 2023), these papers tend to
focus on models where conditional unconfoundedness is assumed. To guide our model selection, we
use a calibration approach such as the one used in Athey et al. (2023), and adapt it to a setting
where the estimation requires the use of instruments. We define the calibration score used for model
selection below. First, we train nuisance functions µ(X) = E[y|X], π(X) = E[w|X], ρ(X) = E[z|X]
in a cross-fitting way.31 These functions allow us to compute the double machine learning estimator
of average treatment effect with instrument (DMLATEIV) (Syrgkanis et al., 2019):

θ̃ = EX [(y − µ̂(X))(z − ρ̂(X))]
EX [(w − π̂(X))(z − ρ̂(X))] (9)

Second, we train our heterogeneous effects models using 5-fold cross validation: a model trained
on 80% of the data is used to predict heterogeneous effects θ̂(Xtest) in the remaining 20% of the
data. We use these predicted effects to split the test-set into quantiles of treatment effects, from
most to least impacted by wait times. In each of the quantiles g ∈ 1, ..., G, we compute the

average treatment effect implied by our heterogeneous effects model θ̂g =
∑

i∈g
θ̂(Xi)∑

i∈g
1 and estimate

the average treatment effect using DMLATEIV, θ̃g. Note that while θ̂g is the average of predictions
from the trained function θ̂(.) in quantile g and therefore only uses the matrix of controls Xg, θ̃g

estimates the average effect using outcomes, wait time, instrument and controls yg, wg, zg, Xg. If
the two quantities θ̃g and θ̂g coincide, it would not only suggest that the estimated heterogeneous
effects function θ̂(.) has successfully ranked out-of-sample patients according to the severity of their
adverse consequences from waiting, but also that the magnitude of the predicted effects is in the

29 There exists more flexible methods such as Hartford et al. (2017) which do not restrict the form of the response function. We
choose to experiment with double machine learning and generalized random forests first on account of their relative simplicity.

30 We use the python library EconML (Battocchi et al., 2019) to implement various models.
31 We use histogram gradient boosting for each of these nuisance functions.
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correct range. We define our calibration score with instrument, CIV ∈] − ∞, 1] as follows:

CIV = 1 −
∑

g|θ̃g − θ̂g|∑
g|θ̃g − θ̃|

(10)

The higher this score, the better the heterogeneous effects model is at predicting out-of-sample
whether patients will be impacted by delays to access surgical care. A calibration score of 1 implies
that the average effects estimated in the groups formed out-of-sample by the heterogeneous effects
model coincide exactly with the ones estimated using DMLATEIV. Conversely, a negative score
indicates that heterogeneous effects model is doing poorly at detecting most impacted groups out-
of-sample, and that in fact using just the full sample average treatment effect θ̃ would yield better
predictions.

Results. Figure 7 displays the heterogeneous effects obtained with the best model –generalized
random forests– for coronary bypass surgery. The top left panel for Figure 7 shows that (1) there is
heterogeneity in the effects of wait time, as the high calibration score of about 0.3 suggests that the
model outperforms a constant effect model and (2) that the heterogeneous effect model successfully
predicts on patients never seen before the severity of their adverse effects of wait time based on
patients medical trajectory and demographics. In fact, the average effects by quantile estimated
using DMLATEIV are almost monotonically increasing. The heterogeneous effect model seems to
slightly underestimate the severity of the impact of wait times for patients classified as at-risk, as
can be seen in deciles 7 to 10 where the average effect predicted by GRFIV falls below the average
effect estimated with DMLATEIV. This implies that the predicted effects implied by the GRFIV
model can be thought of as lower bounds. The top right panel of Figure 7 shows the distribution
of predicted effects in the population of patients waiting for a coronary bypass procedure. First,
most of the distribution lies above zero, consistent with the intuition that longer wait times should
not improve patient health. Second, this figure highlights the extent of heterogeneity in treatment
effects: more than 10% of patients have predicted effects of more than $75 per extra day of wait time,
or about 3 times the estimated average effect. Conversely, for about half of the of patients, waiting
one more day is completely benign. The bottom left panel of Figure 7 plots the average wait time
by decile of predicted effects, where the first decile are the patients the least impacted by waiting
and the tenth decile are the patients the most impacted by waiting. Strikingly, this figure presents
a increasing relationship between wait time and adverse effects of wait time, at the exact opposite
of what a medically efficient allocation would require.32 We note that this pattern is not present
for other surgeries in our sample: the same figures for colectomy and knee replacement surgery in
appendix (Figures C24 and C25) do not present a similarly increasing relationship, although none
of these surgeries displays an allocation close to efficient either. Finally, the bottom right panel of

32 One concern could be that this apparent inefficiency reflects a non-linearity in the effect of wait time. We experiment with
quadratic effects model but find that they perform much worse in terms of predicting marginal effects out-of-sample.
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Figure 7 compares the characteristics –both demographics and medical– of patients most impacted
by delays relative to the least impacted ones for coronary bypass surgery. The bottom right panels
of Figures C24 and C25 show the same comparison for colectomy and knee replacement. For these
three procedures, similar patterns emerge: patients adversely impacted by delays tend to have
higher Charlson comorbidity score than patients with smaller estimated effects, in line with the
medical intuition that patients with chronic conditions should be prioritized. Accordingly, more
impacted patients consume more healthcare services, in particular tests such as electro-cardiograms
(EKG) and blood counts, and are also more likely to consume inpatient care, which is associated
with more serious health issues. Together, these profiles of at-risk patients suggest that our models
identify credible dimensions of heterogeneity that matter for the extent to which delays will cause
adverse outcomes for a particular patient. Finally, Figure C24 for colectomy shows an interesting
pattern where a specific diagnosis, Diverticula of the Intestine, is strongly associated with lower
adverse effects from wait times. This suggests that this cause for colectomy is not as pressing
as say, Malignant Neoplasm of Rectum which we find is much more prevalent in patients severely
impacted by wait times. We interpret this result as an additional validation of our heterogeneous
effects model.

Mechanisms behind Misallocation. While striking, the extent of misallocation of surgical
wait times we uncover is not surprising. First, wait times for elective surgery in the United States
are not managed through a centralized mechanism that could help achieving certain desired medical
objectives. As such, there are no explicit prioritization policies in place. Instead, the surgical wait
times we measure result from repeated interactions of patients with multiple providers types, from
PCP to surgeons to hospitals, where each step might be subject to specific supply constraints. A
doctor at a given step might not have access to the full picture of a patient’ health situation, making
prioritizing decisions difficult. Moreover, the finding that patients who suffer the most from delays
– typically older patients with a higher Charlson index reflecting comorbidities such as diabetes –
wait longer is consistent with healthcare practices leading these patients to receive an unnecessary
amount of medical tests in the preoperative period. These tests could follow from extra precautions
providers might take for certain chronic conditions, such as stabilizing patient glycemia in a desired
range before surgery. Dossett et al. (2022) highlight over-testing as a potential cause of surgical
delays, and medical research finds that preoperative testing leads to delays for multiple surgeries
such as heart surgery, (Coffman et al., 2019), cataract (Chen et al., 2021), and hip fracture repair
(Ricci et al., 2007; Bernstein et al., 2016).

Quantifying Spending Reductions from Improved Allocative Efficiency. Our results
highlight the presence of substantial heterogeneity in adverse effects of wait times. We also find that
patients who suffer the most from delays are not necessarily the ones that wait the least, far from it.
This medical misallocation implies potentially large efficiency gains in terms of hospital spending
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(a) Calibration Plot (b) Distribution of Effects

(c) Allocative (In)Efficiency (d) Characteristics of Most Impacted Patients

Figure 7. Heterogeneous Effects from Wait Times on Inpatient Spending for Coronary Bypass
Notes: Panel (a) displays the figure resulting from the calibration procedure in which we rank patients according to deciles of
predicted effects from a heterogeneous effects model and then compare the average of the effects predicted by that model in each
decile to the average effect estimated in each decile by DMLATEIV. The implied calibration score and the full sample average
effect estimated by DMLATEIV are also reported on panel (a). Panel (b) shows the distribution and mean of heterogeneous
effects. Panel (c) displays average wait times and standard deviations by decile of predicted effects, where the tenth decile
contains the patients the most impacted by wait times. Panel (d) shows the difference in standardized patient characteristics
between patients in the fourth quartile of effects and patients in the first quartile of effects.
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from reducing wait times for targeted subgroups of patients. The fact that, for each surgery for
which we can confidently compute heterogeneous effects, the majority of patients experience small
or even no adverse effects from delays suggests that these spending reductions could be achieved
without requiring a decrease in aggregate wait times, which we would interpret as an expansion
of aggregate provider capacity. We quantify these gains through simulations exercises where wait
times are reallocated across patients so as to minimize hospital spending subject to fixed health
care sector capacity. To compute counterfactual spending, we first estimate expected spending
based on patient covariates and wait times:33

ρ(w,X) = E[y|w,X]

Given an estimate ρ̂(.), and our heterogeneous effects estimates θ̂(.), the predicted spending ŷ(wcf , X)
given covariates X and counterfactual wait times wcf are given by:

ŷ(wcf , X) = ρ̂(w,X) + θ̂(X)[wcf − w] (11)

The optimization problem corresponding with the wait times reallocation exercise described above
can be written as:

Scf = arg min
x∈{0,1}I×J

∑
i,j

ŷ(xijwj , Xi) s.t
∑

j

xij = 1 and
∑

i

xij = 1 (12)

whereby patient i is assigned the wait time of a unique other patient j, so that her counterfactual
wait time wcf

i is given by xijwj .34 The solution x∗ simply involves reallocating the shortest wait
times times to the patients with the largest adverse effects from waiting θ̂(Xi).35 We denote
this counterfactual as the Optimal scenario, reflecting the maximum extent of hospital spending
reduction that can be achieved by reshuffling wait times across patients. We then compare the
average per patient hospital spending in the 6 months following the surgery resulting from that
Optimal scenario to the one predicted by our model with the Observed wait times allocation in
the data, and to a Random allocation of wait times. Finally, we compute hospital spending in two
additional counterfactuals: one where we constrain the reallocation to take place within insurance
plan, called Optimal by Plan, and one where the reallocation is based on a coarser version of ŷ
in which we replace ˆθ(Xi) with E[θ̂(X)|Xrule = Xrule

i ] where Xrule = {age, gender, Charlson}.
This last counterfactual, called Demographic Target, captures the potential gains from designing
prioritization policies based on simple rules using only a reduced set of covariates.

33 We estimate a flexible ρ() for each surgery using the automatic machine learning library autoML.
34 The choice of an assignment problem treats not only total wait times, but also each individual trajectory as fixed. It is

conservative in the sense that it would not require any change to the health care system, and only implies substituting
patients with one another. A downside is that reallocation can involve large changes in wait times, implying that we are
extrapolating effects away from the wait times at which they were estimated. As an alternative, we could instead experiment
with linear programming problems where we only hold total wait times fixed, and individual wait times are only allowed to
change within a specified percentage range.

35 In the implementation, we winsorize the left tail of θ̂(.) so that predicted negative effects are set to 0. In doing so, we prevent
spurious counterfactual savings stemming from negative effects patients being allocated large wait times.
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Figure 8. Spending Reduction from Efficient Wait Times Assignment
Notes: This figure shows the average per patient spending resulting from reallocating wait times across patients according to
the constrained assignment problems described in the main text. Dollars are in 2010 USD. Observed corresponds to predicted
hospital spending from observed wait times and covariates. In all of the other scenarios, wait times are reshuffled, keeping
total wait times constant, and implied spending change according to estimated marginal effects. Random reallocates wait times
at random. Demog. Target reallocates wait times according to average marginal effects by age, gender, and Charlson index.
Optimal by plan reallocates within plan according to marginal effects. Optimal reallocates according to marginal effects without
restrictions.
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Gains from Improving the Efficiency of Surgical Wait Lists. Figure 8 displays the av-
erage hospital spending per patient in each of the counterfactual scenario described above. First,
comparing the Observed and Random scenarios highlights the misallocation of surgical wait times
which was already apparent in Figures 7 and C24:C25 the per patient spending falls when moving
from observed wait times to a random allocation of wait times. Second, for all three surgeries,
the reallocation scenarios Demographic Target, Optimal by Plan, and Optimal all greatly decrease
hospital spending per patient. These aggregate hospital spending gains could mask heterogeneity;
however, given the skewed distribution of marginal effects recovered in Figures 7 and C24:C25, we
anticipate that patients with large adverse effects gain the most from seeing their wait time reduced,
while patients who experience a wait time increase do so at little cost for their health. Comparing
the gains between the Demographic Target and Optimal scenarios is instructive: while the gains
are almost twice as large in the optimal scenario, this amount of targeting might not be feasible
in practice. It is therefore encouraging to see that even with a simple targeting rule using only 3
patient characteristics as in Demographic Target, we are able to achieve large spending reductions.
This shows that models derived from our measure and design could provide prioritization rules that
(1) are shown in a causal setting to increase efficiency and (2) are no more complex than alternative
rules already implemented in other settings such as Australia or Canada’s joint replacements wait
lists (Siciliani et al., 2013).

6 Conclusion

This paper develops a novel method to measure wait times for surgical care, relying only on in-
surance claims data. We implement this method in one of the most extensive claims datasets
of U.S. patients with employer-sponsored insurance, a setting where administrative data on wait
times are typically not observed. Our method could be applied to compute wait times in other
contexts where administrative data is not systematically available. It could also serve as a basis for
cross-country analyses or studies of how wait times have changed as populations age. Combining
our measure with an empirical design based on within-network congestion, we show that wait times
have adverse consequences on health that are very heterogeneous across and within surgeries. We
use these estimates to quantify misallocation in surgical wait times for three surgeries and find
large inefficiencies. With geographic or more detailed demographic data, our measure could shed
light on a key dimension of health care equity: that of timely access to surgical care.
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A Data, Surgery Description and Sample Selection

A.1 Data

Figure A1. Restrictiveness of Sample Restrictions

Notes:

Figure A2. Data Sources: Employers and Health Plans

Notes:
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A.2 Surgeries Description

Table A1. Surgery Descriptions, CPT 4 and ICD 9 Codes

Surgery Description CPT4 Code ICD9 Code
Appendectomy Appendectomy is a surgical procedure to remove the ap-

pendix, a small, finger-like pouch that hangs off the large
intestine, usually due to inflammation or infection.

44950, 44955, 44960,
44970

4701, 4709, 4711, 4719

Cataract Cataract surgery is a procedure to remove the lens of the
eye that has become cloudy, usually due to age, and replace
it with an artificial lens.

66830, 66840, 66850,
66852, 66920, 66930,
66940, 66982, 66983,
66984

1371

Cholecystectomy Cholecystectomy is a surgical procedure to remove the gall-
bladder, an organ located near the liver that stores bile,
usually due to inflammation, infection, or the presence of
gallstones.

47480, 47562, 47563,
47564, 47570, 47600,
47605, 47610, 47612,
47620, 47720, 47721,
47740, 47741

5123

Colectomy Colectomy is a surgical procedure to remove part or all of the
colon, usually due to cancer, inflammatory bowel disease, or
other conditions.

44140, 44141, 44143,
44144, 44145, 44146,
44147, 44150, 44151,
44155, 44156, 44157,
44158, 44160, 44204,
44205, 44206, 44207,
44208, 44210, 44211,
44212, 44213

4573, 4575, 1733, 1735

Coronary Bypass Coronary bypass surgery is a procedure to create a new route
for blood to flow around blocked or narrowed arteries in the
heart, usually due to coronary artery disease.

33510, 33511, 33512,
33513, 33514, 33516,
33533, 33534, 33535,
33536

3611, 3612, 3613, 3614

Endarterectomy Endarterectomy is a surgical procedure to remove plaque or
fatty deposits from the lining of an artery, usually in the
neck or legs, to improve blood flow.

35301, 35390 3810, 3811, 3812, 3813,
3814, 3815, 3816, 3817,
3818
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Table A2. Surgery Descriptions, CPT 4 and ICD 9 Codes

Surgery Description CPT4 Code ICD9 Code
Hip Replacement Hip replacement surgery is a procedure to remove a damaged

or diseased hip joint and replace it with an artificial joint
made of metal, plastic, or ceramic.

27125, 27130 8151

Hysterectomy Hysterectomy is a surgical procedure to remove the uterus,
usually due to cancer, fibroids, or other conditions.

58150, 58152, 58180,
58200, 58210, 58240,
58241, 58242, 58243,
58244, 58548, 58550,
58552, 58553, 58554,
58570, 58571, 58572,
58573

6849, 6859, 6851, 6841,
6839, 6831, 6869, 6861

Inguinal Hernia Inguinal hernia repair is a surgical procedure to repair a
hernia in the lower abdomen or groin area, usually due to a
weakness in the abdominal wall.

49491, 49492, 49495,
49496, 49500, 49501,
49505, 49507, 49520,
49521, 49525

5300, 5301, 5302, 5303,
5304, 5305, 5310, 5311,
5312, 5313, 5314, 5315,
5316, 5317

Kidney Transplant Kidney transplant surgery is a procedure to replace a dis-
eased or damaged kidney with a healthy kidney from a
donor.

50360, 50365, 50380 5569

Knee Replacement Knee replacement surgery replaces a damaged knee joint
with an artificial joint to relieve pain and improve mobility,
usually due to arthritis or injury.

27438, 27440, 27441,
27442, 27443, 27444,
27445, 27446, 27447

8154

Liver Transplant Liver transplant surgery is a procedure to replace a diseased
or damaged liver with a healthy liver from a donor.

47135 5059

Mastectomy Mastectomy is a surgical procedure to remove one or both
breasts, usually due to breast cancer.

19300, 19301, 19302,
19303, 19305, 19306,
19307

8541, 8542, 8543, 8544

Nephrostomy Nephrostomy is a surgical procedure to create a temporary
or permanent opening between the kidney and the skin to
allow urine to drain out of the body, usually due to a block-
age or obstruction in the urinary system.

50040 5501, 5502, 5503, 5504

Prostatectomy Prostatectomy is a surgical procedure to remove all or part
of the prostate gland, usually due to prostate cancer or an
enlarged prostate.

55810, 55812, 55815,
55821, 55831, 55840,
55842, 55845, 55866

603, 604, 605, 6029,
6069, 6021, 6062

Splenectomy Splenectomy is a surgical procedure to remove the spleen,
usually due to a ruptured spleen, cancer, or other conditions.

38100, 38101, 38102,
38115, 38120

415

Thyroidectomy Thyroidectomy is a surgical procedure to remove all or part
of the thyroid gland, usually due to thyroid cancer, hyper-
thyroidism, or other conditions.

60240, 60252, 60254,
60260, 60270, 60271

64, 639
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A.3 Plan Types Description

Table A3. Marketscan Type of Plans and Characteristics

Plan Type Patient incentive
to use certain
providers?

PCP assigned? Referrals from
PCP to specialist
required?

Out of network
services covered?

Partially or Fully
capitated?

Basic/ Major Medical No No n/a n/a No
Comprehensive No No n/a n/a No
Exclusive Provider Or-
ganization (EPO)

Yes Yes Yes No No

Health Management
Organization (HMO)

Yes Yes Yes No Yes

Non-Capitated Point-
of-Service (POS)

Yes Yes Yes Yes No

Preferred Provider Or-
ganization (PPO)

Yes No n/a Yes No

Capitated or Partially
Capitated Point-of-
Service (POSCap)

Yes Yes Yes Yes Yes

Consumer-Driven
Health Plan (CDHP)

Varies No n/a Varies No

High Deductible Health
Plan (HDHP)

Varies No n/a Varies No
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B Classifiers Training, Performance and Model Selection

B.1 Training

Preprocessing. Describe data formatting for prediction task

B.2 Model Selection

(a) AUC Over Time (b) AUC Overall

Figure B3. LASSO-Logistic Regression Performance, Over Time and Overall
Notes: Panel (a) shows the average AUC scores at various points in patients’ medical trajectories before surgery. The scores
are computed on a hold-out sample of treated and control patients. Treated patients visits are split in deciles of how far back
in time they occurred before the surgery, and control patient visits are just randomly selected. AUC are computed over each
of these deciles. Panel (b) displays the TP/FP graph of the entire method, computed for every possible threshold between 1
(bottom left corner) and 0 (top right) with steps of 0.05.
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(a) AUC Over Time (b) AUC Overall

Figure B4. LSTM Regression Performance, Over Time and Overall
Notes: Panel (a) shows the average AUC scores at various points in patients’ medical trajectories before surgery. The scores
are computed on a hold-out sample of treated and control patients. Treated patients visits are split in deciles of how far back
in time they occurred before the surgery, and control patient visits are just randomly selected. AUC are computed over each
of these deciles. Panel (b) displays the TP/FP graph of the entire method, computed for every possible threshold between 1
(bottom left corner) and 0 (top right) with steps of 0.05.
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B.3 Interpretation: Variable Importance Plots

(a) Appendectomy

(b) Cataract

(c) Cholecystectomy

Figure B5. Permutation Variable Importance
Notes: Each panel shows the 20 variables among Diagnoses, Drugs and Procedures with the highest permutation importance
in the test set.
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(a) Colectomy

(b) Coronary Bypass

(c) Endarterectomy

Figure B6. Permutation Variable Importance
Notes: Each panel shows the 20 variables among Diagnoses, Drugs and Procedures with the highest permutation importance
in the test set.
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(a) Hip Replacement

(b) Hysterectomy

(c) Inguinal Hernia

Figure B7. Permutation Variable Importance
Notes: Each panel shows the 20 variables among Diagnoses, Drugs and Procedures with the highest permutation importance
in the test set.
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(a) Kidney Trasnplant

(b) Knee Replacement

(c) Liver Transplant

Figure B8. Permutation Variable Importance
Notes: Each panel shows the 20 variables among Diagnoses, Drugs and Procedures with the highest permutation importance
in the test set.
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(a) Mastectomy

(b) Nephrostomy

(c) Prostatectomy

Figure B9. Permutation Variable Importance
Notes: Each panel shows the 20 variables among Diagnoses, Drugs and Procedures with the highest permutation importance
in the test set.
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(a) Splenectomy

(b) Thyroidectomy

Figure B10. Permutation Variable Importance
Notes: Each panel shows the 20 variables among Diagnoses, Drugs and Procedures with the highest permutation importance
in the test set.
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C Additional Analyses

C.1 Detection to Treatment

Figure C11. AUC with Full Medical History
Notes: The figure displays the TP/FP graph of the entire method, computed for every possible threshold between 1 (bottom
left corner) and 0 (top right) with steps of 0.05.
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Figure C12. Wait Times Correlations Across Detection Thresholds
Notes: Each panel shows the Spearman (rank) correlation between wait times implied by detection thresholds ranging from 0.8
to 0.95 for all the surgeries in the sample.
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(a) Cataract (b) Cholecytectomy (c) Colectomy

Figure C13. Delta Probability Variable Importance
Notes: We illustrate the key medical “events” that underlie our prediction of surgical need. In each panel, we list the top 10 events—including
procedures, drugs taken, and diagnoses— that suggest the patient will receive the focal surgery in the future. The events are selected and ordered
in the figure using the t-statistic we find from a regression of (a) the change in predicted probability of surgery between two visits, ∆p̂ist, on (b) the
presence of the event between these visits.
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(a) Endarterectomy (b) Hysterectomy (c) Inguinal Hernia

Figure C14. Delta Probability Variable Importance
Notes: We illustrate the key medical “events” that underlie our prediction of surgical need. In each panel, we list the top 10 events—including
procedures, drugs taken, and diagnoses— that suggest the patient will receive the focal surgery in the future. The events are selected and ordered
in the figure using the t-statistic we find from a regression of (a) the change in predicted probability of surgery between two visits, ∆p̂ist, on (b) the
presence of the event between these visits.
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(a) Knee Replacement (b) Mastectomy (c) Prostatectomy

Figure C15. Delta Probability Variable Importance
Notes: We illustrate the key medical “events” that underlie our prediction of surgical need. In each panel, we list the top 10 events—including
procedures, drugs taken, and diagnoses— that suggest the patient will receive the focal surgery in the future. The events are selected and ordered
in the figure using the t-statistic we find from a regression of (a) the change in predicted probability of surgery between two visits, ∆p̂ist, on (b) the
presence of the event between these visits.
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Table C4. Performance Relative to Deterministic Method

True Positive Rate 1 - False Positive Rate
Surgery Detection Deterministic Difference Detection Deterministic Difference
Cataract 0.91 0.95 -0.03 0.97 0.98 -0.01
Cholecystectomy 0.76 0.68 0.09 0.98 0.99 -0.01
Colectomy 0.71 0.41 0.30 0.98 0.98 -0.00
Coronary Bypass 0.91 0.85 0.07 0.97 0.87 0.10
Endarterectomy 0.98 0.97 0.00 0.98 0.99 -0.02
Hip Rep 0.92 0.94 -0.01 0.96 0.96 0.01
Hysterectomy 0.76 0.63 0.13 0.97 0.94 0.03
Inguinal Hernia 0.90 0.90 -0.01 0.99 0.99 -0.00
Knee Rep 0.94 0.98 -0.03 0.96 0.95 0.01
Mastectomy 0.90 0.96 -0.06 0.98 0.81 0.17
Prostatectomy 0.98 0.91 0.07 0.97 0.95 0.03
Splenectomy 0.63 0.22 0.41 0.98 0.99 -0.02

Notes: This table compares (1) our wait time measure, labeled Detection, computed as the difference between (a) the first visit
when models predict the patient will require the surgery with above 90% probability and (b) the day and the surgery and (2)
a measure labeled Deterministic computed as the difference between (a) the first visit when the most predictive medical event
occurs (b) the day and the surgery. For each measure and each surgery we compute the fraction of surgical patients assigned
a wait time (true positive rate) and the fraction of non-surgical patients incorrectly assigned a wait time (false positive rate).
Most predictive events are identified as the regressor with the highest t-Stat in regression 3 estimated surgery by surgery.
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Figure C16. Detection to Treatment Compared to Deterministic
Notes: This Figure compares (1) our wait time measure, Detection, computed as the difference between
(a) the first visit when models predict the patient will require the surgery with above 90% probability
and (b) the day and the surgery and (2) a measure computed as the difference between (a) the first visit
when the most predictive medical event occurs (b) the day and the surgery. Most predictive events
are identified as the regressor with the highest t-Stat in regression 3 estimated surgery by surgery.
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C.2 Wait Times and Health Insurance Design

(a) HMO Delays by Surgery (b) Out-of-Pocket Impact on Wait Times

Figure C17. Insurance Design and Wait Times
Notes: Left Panel shows the estimated OLS and IV coefficients and 95% confidence intervals for HMOs relative to PPOs. The
regressions alternatively include or exclude control (instrumented) for plan OOP share, to show both the total effect of HMO
plans and the effect of plan design net of cost-sharing. Right panel shows estimates and confidence intervals on plan average
OOP share. In both panels, regressions are run surgery by surgery and include patient controls, month and year of surgery
fixed effects. Sample includes patients from employers only and excludes healthplan contributors. Standard errors are robust .

Figure C18. Out-of-Pocket Share by Insurance Plan Type
Notes: The Figure shows the average out-of-pocket share by type of plan, where a plan is defined as a contributor by plan type.
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(a) Appendectomy (b) Cataract (c) Cholecystectomy

(d) Colectomy (e) Coronary Bypass (f) Endarterectomy

(g) Hip Replacement (h) Hysterectomy (i) Inguinal Hernia

Figure C19. Components of Wait Times by Surgery

Notes:.
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(a) Kidney Transplant (b) Knee Replacement (c) Liver Transplant

(d) Mastectomy (e) Nephrostomy (f) Prostatectomy

(g) Splenectomy (h) Thyroidectomy

Figure C20. Components of Wait Times by Surgery (contd.)

Notes:.
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Table C5. Wait Times Components and Insurance Plan Design

Dependent Variables: Ct Visits Gap Bw. Visits Ct Visits Gap Bw. Visits Ct Visits Gap Bw. Visits Ct Visits Gap Bw. Visits
OLS IV

Model: (1) (2) (3) (4) (5) (6) (7) (8)

Variables
HMO -0.7601∗∗∗ 0.7834∗∗∗ -1.421∗∗∗ 0.8409∗∗∗ -0.0144 1.026∗∗∗ -0.6680∗∗∗ 1.070∗∗∗

(0.1190) (0.0757) (0.1323) (0.0740) (0.2109) (0.1339) (0.1905) (0.1249)
EPO -0.5306∗∗∗ 0.1181 -1.410∗∗∗ 0.1947 0.3862 -0.4091 -0.5921 -0.3426

(0.1866) (0.1631) (0.2139) (0.1743) (0.7683) (0.4029) (0.7299) (0.3863)
POS -0.6958∗∗∗ -0.0522 -1.123∗∗∗ -0.0150 -0.9028∗∗∗ 0.0011 -0.9114∗∗∗ 0.0017

(0.0949) (0.0452) (0.1245) (0.0547) (0.1336) (0.0957) (0.1370) (0.0952)
POScap 0.2333 -0.3564∗ -0.5213 -0.2907 3.642∗∗∗ -1.521∗∗∗ 0.4681 -1.306∗∗∗

(0.3703) (0.1842) (0.3768) (0.1832) (0.9363) (0.5352) (0.8540) (0.4938)
CDHP -0.7690∗∗∗ 0.2525∗∗ -0.0478 0.1897∗ -1.287∗∗∗ 0.1991 -0.1347 0.1207

(0.1372) (0.1086) (0.1581) (0.1020) (0.2489) (0.2063) (0.2422) (0.1870)
HDHP -1.007∗∗∗ 0.1087 0.3182 -0.0067 -0.0487 -0.4383 1.570∗∗∗ -0.5484∗

(0.2094) (0.1380) (0.2049) (0.1411) (0.5868) (0.2743) (0.5890) (0.2870)
Comprehensive -0.3000 0.3412∗∗∗ 0.1483 0.3022∗∗∗ -0.9962∗∗∗ 0.4983∗∗ -0.3899 0.4570∗∗

(0.2481) (0.1156) (0.2332) (0.1117) (0.3734) (0.2071) (0.3537) (0.2014)
Share Out of Pocket -6.561∗∗∗ 0.5712∗ -7.770∗∗∗ 0.5285

(0.5711) (0.2910) (0.7232) (0.3723)

Fixed-effects
surg-surg_year Yes Yes Yes Yes Yes Yes Yes Yes
surg-surg_month Yes Yes Yes Yes Yes Yes Yes Yes

Fit statistics
Observations 844,801 844,801 844,801 844,801 844,801 844,801 844,801 844,801
R2 0.24929 0.10826 0.25008 0.10828 0.24897 0.10815 0.24981 0.10817
F-test (1st stage), Comprehensive 100,105.3 100,105.3 87,742.6 87,742.6
F-test (1st stage), EPO 26,317.0 26,317.0 23,027.5 23,027.5
F-test (1st stage), HMO 69,116.5 69,116.5 60,571.0 60,571.0
F-test (1st stage), POS 118,509.1 118,509.1 103,723.6 103,723.6
F-test (1st stage), POScap 30,312.5 30,312.5 26,537.1 26,537.1
F-test (1st stage), CDHP 71,521.3 71,521.3 62,602.7 62,602.7
F-test (1st stage), HDHP 23,719.4 23,719.4 20,780.6 20,780.6
F-test (1st stage), Share Out of Pocket 182,001.7 182,001.7
Healthplan No No No No No No No No

Clustered (surg-surg_year) standard-errors in parentheses
Signif. Codes: ***: 0.01, **: 0.05, *: 0.1

Notes: Wait times with detection threshold at p̄ = 0.9. All dependent variables are in levels: either days or number of visits or procedures. Variables
are in levels. Plan types are instrumented by share of plan types at the contributor – year level, and OOP share is intrumented by average OOP share
at the contributor – year level.
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Table C6. Laboratory visits, Preoperative Tests and Plan Design

Dependent Variables: Ct Lab. Visits Ct Preop. Tests Ct Lab. Visits Ct Preop. Tests Ct Lab. Visits Ct Preop. Tests Ct Lab. Visits Ct Preop. Tests
OLS IV

Model: (1) (2) (3) (4) (5) (6) (7) (8)

Variables
HMO 0.1900∗∗∗ 0.2636∗∗∗ 0.1300∗∗∗ 0.0992 0.2045∗∗∗ -0.2433 0.1459∗∗∗ -0.4287∗∗

(0.0257) (0.0946) (0.0242) (0.1002) (0.0333) (0.1685) (0.0322) (0.1766)
EPO 0.1064∗∗ 0.1304 0.0266 -0.0884 -0.7197∗∗∗ -1.388∗∗∗ -0.8074∗∗∗ -1.665∗∗∗

(0.0514) (0.1822) (0.0491) (0.1842) (0.1797) (0.4702) (0.1849) (0.4850)
POS 0.2776∗∗∗ -0.5806∗∗∗ 0.2389∗∗∗ -0.6869∗∗∗ 0.1843∗∗∗ -0.9457∗∗∗ 0.1836∗∗∗ -0.9482∗∗∗

(0.0313) (0.0668) (0.0280) (0.0665) (0.0389) (0.1198) (0.0393) (0.1158)
POScap 0.9574∗∗∗ 0.0575 0.8889∗∗∗ -0.1303 3.423∗∗∗ -0.2545 3.138∗∗∗ -1.155

(0.1015) (0.2489) (0.0985) (0.2471) (0.3866) (0.6761) (0.3656) (0.7171)
CDHP 0.0400 -0.8851∗∗∗ 0.1055∗∗∗ -0.7056∗∗∗ 0.1558∗∗∗ -2.465∗∗∗ 0.2592∗∗∗ -2.138∗∗∗

(0.0306) (0.0930) (0.0369) (0.0915) (0.0571) (0.1964) (0.0648) (0.1988)
HDHP -0.1591∗∗∗ -0.4175∗∗∗ -0.0388 -0.0878 -0.5444∗∗∗ -0.2122 -0.3992∗∗∗ 0.2470

(0.0431) (0.1323) (0.0444) (0.1443) (0.1288) (0.4568) (0.1204) (0.4513)
Comprehensive 0.0206 0.3409∗∗ 0.0613 0.4524∗∗∗ 0.0358 1.249∗∗∗ 0.0901 1.421∗∗∗

(0.0510) (0.1333) (0.0529) (0.1422) (0.0944) (0.2033) (0.1001) (0.2171)
Share Out of Pocket -0.5960∗∗∗ -1.633∗∗∗ -0.6969∗∗∗ -2.204∗∗∗

(0.0801) (0.2364) (0.0904) (0.2521)

Fixed-effects
surg-surg_year Yes Yes Yes Yes Yes Yes Yes Yes
surg-surg_month Yes Yes Yes Yes Yes Yes Yes Yes

Fit statistics
Observations 844,801 844,801 844,801 844,801 844,801 844,801 844,801 844,801
R2 0.06650 0.18522 0.06670 0.18534 0.06462 0.18434 0.06505 0.18450
F-test (1st stage), Comprehensive 100,105.3 100,105.3 87,742.6 87,742.6
F-test (1st stage), EPO 26,317.0 26,317.0 23,027.5 23,027.5
F-test (1st stage), HMO 69,116.5 69,116.5 60,571.0 60,571.0
F-test (1st stage), POS 118,509.1 118,509.1 103,723.6 103,723.6
F-test (1st stage), POScap 30,312.5 30,312.5 26,537.1 26,537.1
F-test (1st stage), CDHP 71,521.3 71,521.3 62,602.7 62,602.7
F-test (1st stage), HDHP 23,719.4 23,719.4 20,780.6 20,780.6
F-test (1st stage), Share Out of Pocket 182,001.7 182,001.7
Healthplan No No No No No No No No

Clustered (surg-surg_year) standard-errors in parentheses
Signif. Codes: ***: 0.01, **: 0.05, *: 0.1

Notes: Wait times with detection threshold at p̄ = 0.9. Variables are in levels. Plan types are instrumented by share of plan types at the contributor
– year level, and OOP share is instrumented by average OOP share at the contributor – year level.
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(a) HMO (b) POS

(c) CDHP (d) HDHP

Figure C21. Insurance Design and Components of Wait Times (Extensive Margin Only)
Notes: Each Panel shows OLS and IV coefficients and 95% confidence intervals for an insurance plan type relative to PPO,
estimated jointly. Specifications either include or exclude controls for plans’ OOP share (instrumented in the case of IV).
Sample excludes Healthplan contributors. Standard errors are clustered surgery-year .
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C.3 Wait Times and Outcomes

C.3.1 Medical Outcomes: Additional Regression Results

Table C7. Descriptive Statistics and Balance, Wait Times and Instrument

Surgery First Qt. Fourth Qt. Diff. First Qt. Fourth Qt. Diff.
Panel A: Age

Wait Time Instrument
Cataract 57.40 58.50 0.15 57.40 58.10 0.09
Cholecystectomy 45.00 46.10 0.07 44.90 45.80 0.06
Colectomy 53.30 50.80 -0.21 52.20 51.60 -0.05
Coronary Bypass 56.30 57.40 0.16 56.80 57.00 0.02
Endarterectomy 58.10 59.30 0.22 58.70 58.70 -0.00
Hip Rep 55.30 55.90 0.07 55.40 55.50 0.01
Hysterectomy 45.40 44.30 -0.13 44.90 44.70 -0.02
Inguinal Hernia 45.50 45.40 -0.01 44.80 45.40 0.03
Kidney Transplant 45.10 48.90 0.22 47.10 47.90 0.05
Knee Rep 57.00 56.90 -0.01 56.70 56.90 0.03
Liver Transplant 51.10 52.80 0.11 52.80 50.90 -0.13
Mastectomy 52.70 52.10 -0.07 52.50 52.30 -0.02
Prostatectomy 56.80 58.00 0.21 57.30 57.20 -0.01
Thyroidectomy 46.90 48.60 0.13 47.80 47.90 0.01

Panel B: Charlson Score
Wait Time Instrument

Cataract 0.60 1.30 0.38 0.80 0.90 0.05
Cholecystectomy 0.70 1.10 0.23 0.70 0.90 0.11
Colectomy 3.20 1.90 -0.34 2.50 2.20 -0.09
Coronary Bypass 0.80 1.70 0.46 1.10 1.30 0.06
Endarterectomy 0.80 1.50 0.41 1.00 1.20 0.07
Hip Rep 0.60 0.80 0.07 0.70 0.70 0.02
Hysterectomy 0.70 0.60 -0.04 0.60 0.60 -0.01
Inguinal Hernia 0.40 0.60 0.09 0.40 0.50 0.07
Kidney Transplant 2.60 2.90 0.12 2.70 2.70 -0.00
Knee Rep 0.60 0.80 0.12 0.70 0.70 0.06
Liver Transplant 7.70 8.20 0.17 7.90 8.00 0.02
Mastectomy 3.20 4.10 0.28 3.40 3.70 0.09
Prostatectomy 2.50 2.60 0.04 2.60 2.60 0.01
Thyroidectomy 2.30 1.40 -0.31 2.00 1.90 -0.02

Notes: Wait times with detection threshold at p̄ = 0.9. Sample only includes patients from employer contributors. First Qt.
and Fourth Qt. columns stand for the mean of the covariate considered (age in Panel A, Charlson index in Panel B) for patients
in the first or fourth quartile of wait time and of the instrument. Diff. columns contain the standardized mean difference
between the fourth quartile and the first quartile means.
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Table C8. Impact of Wait Times on Inpatient Payments, Alternative Specifications

Dependent Variable: Inp. Pay ($)
OLS IV

Model: (1) (2) (3) (4) (5) (6) (7) (8)

Variables
Wait Time 0.9 (days) 2.987∗∗∗ 3.035∗∗∗ 3.019∗∗∗ 2.047∗∗∗ 11.09∗∗∗ 9.794∗∗∗ 9.745∗∗∗ 7.251∗∗∗

(0.1804) (0.1821) (0.1818) (0.1793) (1.935) (1.774) (1.684) (1.751)
Patient Controls No No No Yes No No No Yes

Fixed-effects
Surgery Yes Yes
Surgery-Plan Yes Yes Yes Yes Yes Yes
Surgery-Year Yes Yes Yes Yes
Surgery-Month Yes Yes Yes Yes

Fit statistics
Observations 762,466 762,466 762,466 762,466 762,466 762,466 762,466 762,466
R2 0.02813 0.05049 0.05256 0.06173 0.02422 0.04782 0.04992 0.06019
F-test (1st stage), Wait Time 0.9 (days) 11,496.7 12,426.1 13,515.2 12,609.6

Heteroskedasticity-robust standard-errors in parentheses
Signif. Codes: ***: 0.01, **: 0.05, *: 0.1

Notes: Wait times with detection threshold at p̄ = 0.9. Sample excludes Appendectomy, Nephrostomy, and Splenectomy for which the detection models perform poorly, and only includes patients
from employer contributors. Dollars are deflated to 2010 dollars.



Table C9. Impact of Wait Times on Opioids Prescription, Alternative Specifications

Dependent Variable: Opioids (days supp.)
OLS IV

Model: (1) (2) (3) (4) (5) (6) (7) (8)

Variables
Wait Time 0.9 (days) 0.0163∗∗∗ 0.0163∗∗∗ 0.0163∗∗∗ 0.0135∗∗∗ 0.0432∗∗∗ 0.0422∗∗∗ 0.0450∗∗∗ 0.0397∗∗∗

(0.0003) (0.0003) (0.0003) (0.0003) (0.0026) (0.0025) (0.0024) (0.0025)
Patient Controls No No No Yes No No No Yes

Fixed-effects
Surgery Yes Yes
Surgery-Plan Yes Yes Yes Yes Yes Yes
Surgery-Year Yes Yes Yes Yes
Surgery-Month Yes Yes Yes Yes

Fit statistics
Observations 762,466 762,466 762,466 762,466 762,466 762,466 762,466 762,466
R2 0.07474 0.08907 0.08968 0.10552 0.06419 0.07944 0.07784 0.09593
F-test (1st stage), Wait Time 0.9 (days) 11,496.7 12,426.1 13,515.2 12,609.6

Heteroskedasticity-robust standard-errors in parentheses
Signif. Codes: ***: 0.01, **: 0.05, *: 0.1

Notes: Wait times with detection threshold at p̄ = 0.9. Sample excludes Appendectomy, Nephrostomy, and Splenectomy for which the detection models perform poorly, and only includes patients
from employer contributors.



Table C10. Impact of Wait Times on Inpatient Payments, Alternative Specifications, Managed Care Only

Dependent Variable: Inp. Pay ($)
OLS IV

Model: (1) (2) (3) (4) (5) (6) (7) (8)

Variables
Wait Time 0.9 (days) 2.918∗∗∗ 2.956∗∗∗ 2.929∗∗∗ 1.959∗∗∗ 12.43∗∗∗ 9.676∗∗ 9.876∗∗ 7.461∗

(0.3490) (0.3524) (0.3518) (0.3540) (4.519) (3.996) (3.852) (4.032)
Patient Controls No No No Yes No No No Yes

Fixed-effects
Surgery Yes Yes
Surgery-Plan Yes Yes Yes Yes Yes Yes
Surgery-Year Yes Yes Yes Yes
Surgery-Month Yes Yes Yes Yes

Fit statistics
Observations 275,692 275,692 275,692 275,692 275,692 275,692 275,692 275,692
R2 0.01935 0.03757 0.04023 0.04697 0.01518 0.03553 0.03806 0.04564
F-test (1st stage), Wait Time 0.9 (days) 3,169.1 3,530.8 3,815.5 3,541.2

Heteroskedasticity-robust standard-errors in parentheses
Signif. Codes: ***: 0.01, **: 0.05, *: 0.1

Notes: Wait times with detection threshold at p̄ = 0.9. Sample excludes Appendectomy, Nephrostomy, and Splenectomy for which the detection models perform poorly, and only includes patients
from employer contributors. In addition, we exclude PPO, HDHP, CDHP plans to focus only on managed-care plans in which patients have less flexibility in choosing between providers. Dollars
are deflated to 2010 dollars.



Table C11. Impact of Wait Times on Opioids Prescription, Alternative Specifications, Managed Care Sample

Dependent Variable: Opioids (days supp.)
OLS IV

Model: (1) (2) (3) (4) (5) (6) (7) (8)

Variables
Wait Time 0.9 (days) 0.0156∗∗∗ 0.0154∗∗∗ 0.0155∗∗∗ 0.0128∗∗∗ 0.0389∗∗∗ 0.0379∗∗∗ 0.0410∗∗∗ 0.0358∗∗∗

(0.0006) (0.0006) (0.0006) (0.0006) (0.0049) (0.0047) (0.0046) (0.0047)
Patient Controls No No No Yes No No No Yes

Fixed-effects
Surgery Yes Yes
Surgery-Plan Yes Yes Yes Yes Yes Yes
Surgery-Year Yes Yes Yes Yes
Surgery-Month Yes Yes Yes Yes

Fit statistics
Observations 275,692 275,692 275,692 275,692 275,692 275,692 275,692 275,692
R2 0.07439 0.09346 0.09458 0.10988 0.06690 0.08668 0.08583 0.10289
F-test (1st stage), Wait Time 0.9 (days) 3,169.1 3,530.8 3,815.5 3,541.2

Heteroskedasticity-robust standard-errors in parentheses
Signif. Codes: ***: 0.01, **: 0.05, *: 0.1

Notes: Wait times with detection threshold at p̄ = 0.9. Sample excludes Appendectomy, Nephrostomy, and Splenectomy for which the detection models perform poorly, and only includes patients
from employer contributors. In addition, we exclude PPO, HDHP, CDHP plans to focus only on managed-care plans in which patients have less flexibility in choosing between providers.



(a) Inpatient Payments (b) Inpatient Readmission

(c) Inpatient Length Stay (d) Outpatient Payments

(e) Drug Payments (f) Opioids Prescribed

Figure C22. Causal Effects of Extra Month of Wait by Outcome and Surgery

Notes:.

C.3.2 Heterogeneous Effects Analysis

C.3.3 Counterfactuals
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(a) Inpatient Payments (b) Inpatient Readmission

(c) Inpatient Length Stay (d) Drug Payments

(e) Opioids Prescribed (f) Addictive Drugs Prescribed

Figure C23. Persistence of Adverse Effects of Wait Time, Entire Sample

Notes:.
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(a) Calibration Plot (b) Distribution of Effects

(c) Allocative (In)Efficiency (d) Characteristics of Most Impacted Patients

Figure C24. Heterogeneous Effects from GRF for Colectomy
Notes: Panel (a) displays the figure resulting from the calibration procedure in which we rank patients according to deciles of
predicted effects from a heterogeneous effects model and then compare the average of the effects predicted by that model in each
decile to the average effect estimated in each decile by DMLATEIV. The implied calibration score and the full sample average
effect estimated by DMLATEIV are also reported on panel (a). Panel (b) shows the distribution and mean of heterogeneous
effects. Panel (c) displays average wait times and standard deviations by decile of predicted effects, where the tenth decile
contains the patients the most impacted by wait times. Panel (d) shows the difference in standardized patient characteristics
between patients in the fourth quartile of effects and patients in the first quartile of effects.
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(a) Calibration Plot (b) Distribution of Effects

(c) Allocative (In)Efficiency (d) Characteristics of Most Impacted Patients

Figure C25. Heterogeneous Effects from GRF for Knee Replacement Surgery
Notes: Panel (a) displays the figure resulting from the calibration procedure in which we rank patients according to deciles of
predicted effects from a heterogeneous effects model and then compare the average of the effects predicted by that model in each
decile to the average effect estimated in each decile by DMLATEIV. The implied calibration score and the full sample average
effect estimated by DMLATEIV are also reported on panel (a). Panel (b) shows the distribution and mean of heterogeneous
effects. Panel (c) displays average wait times and standard deviations by decile of predicted effects, where the tenth decile
contains the patients the most impacted by wait times. Panel (d) shows the difference in standardized patient characteristics
between patients in the fourth quartile of effects and patients in the first quartile of effects.
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